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ABSTRACT

Spacecraft with high performance attitude control systems requirements have
traditionally relied on imperfect mechanical gyroscopes for primary attitude
determination. Gyro bias errors are corrected with a Kalman filter algorithm that uses
updates from precise attitude sensors like star trackers. Gyroscopes, however, have a
tendency to degrade or fail on orbit, becoming a life limiting factor for many satellites.
When errors become erratic, pointing accuracy may be lost during short star gaps.
Unpredictable gyro degradations have impacted NASA spacecraft missions such as
Skylab and Hubble Space Telescope as well as several DoD and ESA satellites. An
aternative source of angular rate information is a software implemented real time
dynamic model. Inputs to the model from internal sensors and known spacecraft
parameters enable the tracking of total system angular momentum from which body rates
can be determined. With this technique, the Kaman filter algorithm provides error
corrections to the dynamic model. The accuracy of interna sensors and input parameters
determine the effectiveness of this angular rate estimation technique. This thesis presents
the background for understanding and implementation of this technique into a
representative attitude determination system. The system is incorporated into an attitude
simulation model developed in SIMULINK to evaluate the effects of dynamic modeling
errors and sensor inaccuracies. Results are presented that indicate that real time dynamic
modeling is an effective method of angular rate determination for maneuvering multi-

body spacecraft attitude control systems.
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INTRODUCTION

A. ANGULAR RATE ESTIMATION

The attitude control systems of today’s high tech satellites require accurate
angular rate knowledge for attitude propagation and control loop damping in order to
meet pointing and tracking requirements. Gyroscopes offer varying degrees of precision
for direct measurement of angular rates and have been the primary attitude determination
sensor used by spacecraft for many years. However, high cost and low reliability has
lead users and designers to explore other options. Using dynamic calculations,
uncertainty based estimation algorithms or a combination of these two methods, onboard
processors can estimate spacecraft angular rates without measuring them directly.
Angular rate estimation techniques can be a viable aternative for back-up or even

primary attitude determination system in many control schemes.

B. OPTIMAL ESTIMATION

“An optimal estimator is a computationa algorithm that processes measurements
to deduce a minimum error estimate, in accordance with stated optimality criterion, of the
state of a system by utilizing: knowledge of system measurement dynamics, assumed
statistics of system noises and measurement errors, and initial condition information.”
[Ref. 1] Estimation techniques provide filtering, smoothing and prediction of state
variables in an imperfect model based on imperfect measurement update data.  The most
common optimal estimator used in stochastic systems is the Kalman filter. The dynamic
model error and measurement error are assumed as zero mean Guassian white noise
processes with known covariance. Estimators are commonly used even in systems where
al state variables required by controller can be measured.



SYSTEM
PLANT MODEL MEASUREMENT A PRIOR]
ERRORS ERROR SOURCES INFORMATION
SYSTEM STATE
STATE OBSERVATION ESTIMATE
X y KALMAN X
SYSTEM MEASUREMENT
FILTER
Figure 1. Basic Kalman Filter Block Diagram

Maybeck identifies three basic reasons why deterministic methods are insufficient
for describing real systems. First, no mathematica model is perfect. There are aways
effects that are necessarily neglected to make the model practica and even modeled
effects are only approximations to what is physically occurring.  Second, dynamic
systems are driven not only by control inputs but also by disturbances which we can
neither control nor model deterministically. Lastly sensors do not provide perfect and
complete data. [Ref. 2]

An important advantage of using an optimal estimator such as the Kalman filter is
that the attitude determination output does not affect the controller design. Therefore the
development of an optimal controller can be accomplished independently. An attitude
control algorithm optimized for ideal state inputs will remain optimized with state
estimates provided by an optimal estimator.

C. ANGULAR RATE ESTIMATION FROM VECTOR MEASUREMENTS

The concept of using attitude sensor data to produce an estimate of Spacecraft
angular rate without gyroscopes is not new. Gyroless attitude and angular rate estimation
has been a prime concern for small inexpensive spacecraft that do not carry gyroscopes
but «ill require rate information for attitude propagation and control. Estimation
techniques also provide options for complex spacecraft that require back-up control

modes in the event of gyro failures. The problem of angular rate estimation can be



treated separately from attitude determination. Several reliable agorithms have been
developed that produce angular rate using on-board processors.

It is possible to extract angular rate directly from time derivatives of measured
vectors resolved in the body coordinate frame and known in an inertial frame from a
model or amanac data. This technique, however, requires at least two non-parallel
vector measurements. It also exhibits time lag and produces very noisy data since the
algorithms depend on derivatives of already noisy measurements. A better estimate of
angular rate can be achieved by treating the problem as stochastic. For this method an
estimating filter is applied that uses dynamic equations of motion to take advantage of
past data in arecursive sense. This method has the additional advantage of being able to
update rate estimates at time steps when only one vector measurement is available. The

vector derivative is treated as a noisy measurement update to a Kalman rate estimator.

A Kaman filter requires a linear state-space dynamic mode but the dynamics of a
gpacecraft in the rotating body coordinate frame are coupled and nonlinear. Attitude
determination schemes dea with this problem in different ways. Severa methods have
been proposed for interlacing two or three linear Kalman filters together to capture the
nonlinear dynamics [Ref. 3]. It is shown that the coupled equations of motion can be
written as a linear combination of the spacecraft angular rate and two other newly defined
vectors whose components are nonlinear combinations of the angular rate vector
elements. The differential equations for each of these new vectors can be written as
linear combinations of the other and the angular rate. Adding white noise vectors to these
new equations of motion produces a set of three stochastic linear models that can be used
in separate Kalman filters. The filters are interlaced with their estimated outputs treated

as deterministic inputs to each other.

An effective method of dealing with non-linear dynamics is presented for use by
the Pseudo-linear Kalman filter (PSELIKA) and the state-dependent algebraic Riccati
equation filter (SDARE) [Ref. 4]. For these unique rate estimation techniques the
equation of motion is transformed to express the nonlinear terms in angular rate as a
product of a matrix whose elements depend on the components of the angular rate vector
and the angular rate vector itself. The pseudolinear Kalman filter or PSELIKA is

3



implemented as an ordinary discrete Kalman filter with a time dependent state transition
matrix whose angular rate dependent elements are formed from the current estimate of
angular rate. The SDARE or state-dependent algebraic Riccati equation filter is also
implemented as a discrete Kalman filter derived from the same representation of the
dynamic equation. The Kaman gain used in this filter is computed from the solution of
an algebraic Riccati equation involving the angular rate dependent matrix. This
eliminates the need b propagate and update the filter state covariance which is normally
used in the gain calculation.

The pseudolinear filter concept can be extended to use quaternion measurements.
In the attitude determination system on board the Ross X-Ray Timing Explorer (RXTE)
satellite advanced star tracker software directly provides information in the form of
guaternions [Ref. 5]. The same propagation algorithm is used with measurement updates
in the form of quaternions. Since the device yielding the attitude measurement also
conducts a star search and identification process a time delay is introduced. Two

algorithms are presented for overcoming this delay problem.

D. FULL ORDER ESTIMATORS

It is not necessary to treat the problem of angular rate estimation separately from
atitude determination. In fact, attitude sensor data also requires filtering to smooth out
measurement noise and produce a clean attitude estimates. High precision control laws
generaly require both attitude and angular rate information. These components make up

the full system state vector.

Full order estimators produce optimal state estimates in the case where imperfect
measurement data related to al of the modeled states is continuously available.
Spacecraft with a triad of rate gyroscopes and attitude sensors have the required state
measurements but the bandwidth of the attitude sensors is normaly too low for the
control system. Additionally, there may be periodic gaps in sensor coverage and certain
sensors do not provide reliable attitude information in all three orthogona dimensions.

Therefore standard full order state estimators are generally not used.



In most practical implementations of gyro-based attitude control systems rate
information is used in the propagation stage of an attitude estimator based on kinematic
equations. The estimator utilizes discrete vector observations, resolved in both body-
fixed coordinates and a reference frame, to estimate spacecraft attitude and gyro drift

rates.

In an ided attitude determination system where perfect knowledge of the
spacecraft angular rates is available, the accuracy of the kinematic model for determining
attitude is limited only by the processor time step and the initial attitude state. Attitude
sensors can be used to periodically renitiaize the kinematic model but the data they
provide is discontinuous and corrupted by environmental effects and sensor design

imperfections.

In real attitude determination systems, the source of angular rate information may
be noisy as well as biased, as is the case with spacecraft gyroscopes. This results in
additional errors in the spacecraft attitude determination system. For control systems
where attitude and angular rate information is critical, optimal estimation techniques are
employed to combat the effects of model and sensor inaccuracies. As gyros degrade the
estimator can be made more robust to plant error at the expense of attitude determination
accuracy. At some point the gyro outputs may become too erratic to meet control system

requirements.

E. REDUCED ORDER ESTIMATORS

Obtaining satellite angular rate estimates without the use of rate gyroscopes or
other deterministic rate data can be accomplished with a reduced order estimator. This
class of filters produces estimates of all modeled state variables when only a subset is
directly related to the measurement data. In this case, attitude sensor information is
available but no direct rate measurement is performed. Since gyro data is not available

no update to the spacecraft rate is available between attitude measurements.

The reduced estimator Kaman filter is formulated from the state space dynamic
equations of motion linearized about the current estimate of state. Again, for spacecraft
atitude control the state vector includes both the attitude and angular rate. The
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deterministic inputs to the model are the known externally applied moments usually
consisting only of control torques. Unmodeled disturbances and other dynamic effects
must be accounted for by a robust plant noise model. The estimates of attitude and
angular rate are propagated forward by the dynamic model with discrete corrections from

the attitude sensors.

The performance of the reduced Kalman estimator can be improved by including
higher order dynamic effects in the system plant model and including disturbance torques
as deterministic inputs. However this costs extra processing power, requires additional
sensors and cannot account for al of the unknowns. Additional dynamic complexities
are introduced in multi-body satellites that have time varying moments of inertia,
changing centers of mass and flexibility modes. Determining the magnitude and effects
of disturbances and modeling simplifications for a particular spacecraft is an important
design consideration that often requires rough calculations, ssimulation and engineering
judgment. In general, since disturbances are of low amplitude and low frequency

compared to control torques, their effects can be accounted for as plant error by thefilter.

One approach that avoids the use of the typicaly uncertain dynamic model
altogether is to treat the spacecraft as a noncooperative target whose rotation must be
tracked by a stochastic estimator [Ref. 6]. This concept is borrowed from tracking
theory where it has been widely used to estimate target motion. This algorithm adds
angular acceleration to the state vector and substitutes attitude states with the integrated
rate parameters to formulate a nine state linear Kalman filter. Since this set of variables
serves as an approximate third-order attitude parameterization, the size must be
controlled by sampling interval. Instead of using dynamics, time propagation of the
estimated state variables is performed in the proposed filter by modeling the spacecraft
angular acceleration as an exponentially autocorrelated stochastic process and using a
polynomial kinematic model.

In reduced order estimators, time steps for state propagation must be kept small to
minimize the effects of dynamic smplifications and linearization. The primary limitation
of the reduced estimator becomes evident during prolonged intervals between attitude
sensor measurement updates. Gaps in attitude sensor coverage must be kept short enough
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to ensure that estimator errors do not grow beyond required precision of the attitude
control system.

F. STAR SENSOR BASED ESTIMATORS

Bandwidth and accuracy limitations of attitude sensors have precluded the use of
reduced order estimators for spacecraft missions with high performance pointing and
tracking requirements. Aside from star trackers, most sensors do not provide accurate
and sable enough attitude data for high performance tracking requirements.
Additionally, these sensors provide discrete measurements unlike gyroscopes which
produce nearly continuous data and can be sampled at extremely high frequency limited
only by processing capabilities. However, recent advancements in sensor technology
suggest that star trackers can provide updates accurately and frequently enough to be
considered for use as primary attitude sensors for a wide range of spacecraft missions.
Key technological improvements include a wide field of view, high sensitivity, low noise

equivaent angles and high bandwidth iteration rate.

It has been proposed that advanced high-bandwidth star sensors can be used as the
primary sensors for on-orbit attitude rate determination in place of angular rate
gyroscopes [Ref. 7]. A Kaman filter agorithm, using updates from star tracker
measurements, is presented that tracks errors in the attitude and angular rate for a
kinematic based state space model. The spacecraft angular rate used for attitude
propagation is separated into a nominal component and a component due to control and
disturbance moments. The agorithm assumes that the bandwidths of the control system
and disturbance effects are at least an order of magnitude smaller than the measurement
bandwidth. This alows the rate of change in spacecraft angular rate due to unmodeled
dynamic effects to be modeled as a first-order Gauss-Markov process. Nonlinear
kinematics are used in the attitude propagation phase which is performed externa to the
estimator. The errors in the this model are then tracked using an ordinary linear discrete
Kaman filter.



G. ANALYTICAL RATE DETERMINATION

Another method of obtaining estimates of spacecraft angular rates is through
direct calculation from the dynamic equations of motion for the system. This rate
calculation is performed in real time based on known, derived and sensed internal
parameters of the spacecraft. The software implemented dynamic model can be adjusted
to include varying levels of complexity for multi-body spacecraft that operate in different
configurations. The Aerospace Corporation has patented one methodology for this
process called the “ Pseudo Gyro” [Ref. §].

Information from internal sensors that detect relative orientations and angular
rates of momentum exchange devices and appendages are used to continually update the
parameters used in the dynamic calculations. These parameters determine component
contributions to the system angular momentum and inertia dyadic. Control torques and
modeled disturbances are integrated to capture external dynamic effects. Using the tota
system angular momentum and inertia dyadic and the relative momentum of interna
components and appendages from the dynamic model the spacecraft angular rate can be
calculated. If the appendage masses are small or their relative motions are slow the
gpacecraft inertia matrix is dow to change. The moment of inertia calculations can be
performed at a lower frequency to save processing time. Cross product effects due to the
rotating coordinate frame must aso be accounted for in the dynamic model since all

measurements are taken in the body frame.

The accuracy of the calculated rate is dependent on the quality of the dynamic
model and the sensor information available. Error sources include imperfect knowledge
of component or appendage inertia matricies and mass centers as well as relative angular
position and rate data from the internal sensors. Often relative rates are not measured
directly but derived from position encoders which adds extra noise to the momentum
along the axis of rotation of the appendage. Errors are aso introduced through external
disturbance effects since they cannot be perfectly modeled. All of these dynamic
influences effect the model precision in varying degrees. Additionally, due to the
finite/discrete processing capabilities of the computer performing the calculations there

will be a dlight drift over time from the true state even in the case of perfect sensors and
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input data. This drift is obviously minimized by increasing the frequency of the discrete
model calculations.

H. ATTITUDE ESTIMATION FROM CALCULATED RATE

The rate estimate produced by the dynamic calculations can be fed into a Kalman
filter in place measurement data from a gyroscope. The filter receives attitude update
information from attitude sensors to produce smoothed attitude reference and angular rate
error estimates to enhance satellite attitude determination accuracy. The plant error
introduced into the filter is a combination of all the internal sensor and modeling errors
that are used as inputs to the dynamic model. All known sensor biases must be
incorporated into the pant model since the Kalman filter assumes errors to be zero mean
Gaussian. Depending on different modes of operation, different plant noise models may
be required for acceptable filter performance.  Normally, filters that receive
measurements from gyroscopes are designed to track gyro biases which remain relatively
constant in the body frame. The rate error from the dynamic estimate, however, exhibits
different characteristics. Since the dynamic model is external to the Kalman filter higher
order effects can be more easily incorporated into the dynamics but onboard processing

capability may still limit the complexity.

l. PURPOSE

The objective of this study is to develop and evaluate a practical attitude and rate
estimation scheme for a multi-body spacecraft attitude control system that incorporates
both rea time angular rate calculation from the system dynamic model (dynamic gyro)
and a Kalman filter estimator with attitude sensor updates provided by star trackers. It is
hypothesized that acceptable attitude control performance can be redized by
maneuvering multi-body spacecraft without hardware gyroscope data using this
methodology.

The evaluation of this approach is performed through simulation using a model
developed in SIMULINK. A MATLAB stript file is used to set up the necessary
initialization parameters and system specifications. Simulation results are presented

graphically in MATLAB plots. The performance of the developed gyroless attitude
9



determination system is compared to a conventional gyro-based system that uses the
same Kaman filter estimation algorithm and attitude updates. Results are also presented
that analyze the affects of several major error sources on the performance of this dynamic

gyro based attitude determination system.
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II.  SIMULATION OVERVIEW

The evaluation and analysis of attitude determination scheme proposed in this
thesis is done through modeling and smulation. The context for the development of the
atitude determination system is a multi-body attitude control system for a maneuvering
gpacecraft. An attitude ssmulation model for the spacecraft that includes vehicle
dynamics, determination and control subsystems as well as modeled error sources is
developed usng MATLAB/SIMULINK. An overview of the smulation and top level
subsystems is presented in this chapter. Subsequent chapters provide the descriptions of
the subsystems and derivation of the equations on which the model is based. In the
following chapters, actua SIMULINK diagrams are presented that show the
implementation of associated subsystems.

A. CONCEPTUAL ATTITUDE SSIMULATION MODEL

A conceptual representation of the simulation developed for this study is
illustrated in Figure 2.
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The modéd is divided into subsystems represented in color shaded blocks. This

breakdown reduces the complexity of the overall model into manageable segments to aid

in design and analysis. Arrows indicate the dynamic coupling and flow of data between

subsystem blocks. The top level SIMULINK diagram that implements the concept is

shown in Figure 3.
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Top Level SIMULINK Attitude Smulation Model

B. SPACECRAFT MOTION

The actua spacecraft attitude motion is smulated in the rotational dynamics and

kinematics subsystems with inputs and outputs represented by solid black lines. Relative

motion of the secondary body or appendage is treated in a separate subsystem with

dynamic effects coupled into the overall spacecraft motion through momentum exchange

directly related to the drive motor rate. Dynamic effects of reaction wheel control are

also redlized through momentum exchange. Magnetic control effects are input to the
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gpacecraft dynamics as external torques aong with modeled and approximated
disturbance torques. The relative appendage motion also causes changes in the
gpacecraft’s moments of inertia used in the dynamic model. The kinematics subsystem
propagates the actual spacecraft attitude quaternions referenced to an inertialy fixed

coordinate frame.

C. CONTROL SYSTEM

Primary spacecraft attitude control is conducted through momentum exchange
with reaction wheels. The reaction wheel commands are based on control laws and up-
linked feed forward torque command profile. The control laws use errors between the
measured and commanded (desired) spacecraft angular rates and attitude quaternions.
The relative momentum generated in the wheels is subtracted from the spacecraft
momentum in the dynamics subsystem. Magnetic torques are generated based on
reaction wheel momentum build up when the system is set for momentum dumping.

These torques are directly applied in the spacecraft dynamics block.

D. ATTITUDE DETERMINATION SYSTEM

The attitude determination subsystem is of primary concern in this thesis. It
incorporates the dynamic modeling concept and an error state Kalman filter in order to
correct for attitude propagation errors. The option of using modeled mechanical gyros to
determine spacecraft angular rate is also maintained in order to alow comparison
simulations to be conducted. The concept of using a dynamic model for analytical rate

determination will be referred to in the sequel as the dynamic gyro.

The attitude determination computer smulation uses a trigger to control the
bandwidth of discrete calculations. The basic data flow within the attitude determination
computer is shown in the large rectangular subsystem block in Figure 2. The equivaent

SIMULINK diagram that implements this subsystem is shown in Figure 4.
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Figure 4. SIMULINK Attitude Determination Subsystem

Random noise and drift rates are added to the actual angular velocity vector for
the smulated rate input of the mechanical gyro option. Bias corrections from the Kalman
estimator are applied to the angular rate before it is used in the attitude propagator. When
the dynamic gyro option is smulated the angular rate is anaytically determined from
measured and known spacecraft parameters fed into a discrete dynamic model. Artificial
errors and noise are applied to measured and derived parameters though internal sensor
models. Momentum corrections to the dynamic gyro are derived from Kaman filter
updates. The calculated rate is then supplied to the attitude propagator.

The error state Kalman filter algorithm depends on updates generated by star
tracker measurements. A star tracker model is used to produce artificial noise corrupted
horizontal and vertical measurements related to the star tracker orientation. The Kalman
filter tracks rate errors for bias correction of gyro measurements or momentum
corrections for the dynamic gyro. It also produces attitude corrections that are applied to

the attitude propagator output.
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The attitude Propagator uses discrete kinematics to convert angular rate to
guaternion attitude. These estimated parameter are then used by the attitude control
algorithm to complete the feedback 1oop.
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1. DYNAMICSAND CONTROL

As three-axis stabilized spacecraft become more technologically advanced, their
operations require more sewing maneuvers and their dynamic complexities increase.
This often leads to multiple rigid or flexible components that have independent pointing
and tracking requirements. Complex satellites often consist of a primary payload that
demands strict pointing control while directional telemetry and command antennas or
secondary payloads are controlled independently for other functions such as tracking a

ground station throughout its maneuvers.

Here we consider the dynamics of a spacecraft that consists of a primary body
with momentum exchange control devices and a coupled rigid secondary body or
appendage. The secondary body rotates with one degree of freedom relative to the
gpacecraft about an axis through the centers of mass of both bodies. Under these
conditions, the position of the spacecraft center of mass remains stationary during

appendage relative motion.

A. BIFOCAL RELAY MIRROR SATELLITE DYNAMICS

The example spacecraft for which the equations of motion are derived is the
Bifocal Relay Mirror satellite shown in Figure 5. This spacecraft is designed to receive
laser energy from a ground station through a receive telescope and to redirect it through
an optically coupled transmit telescope to a different point on the ground. The primary
body is the transmit telescope and the rigidly attached gacecraft bus while the smaller
receive telescope is treated as the secondary body or appendage. Weight and balance
design ensures that the centers of mass of the two bodies lie close to the coupled axis of
rotation so that the system center of mass is nearly constant during relative motion.
Pointing control of the spacecraft is accomplished with reaction wheels while a drive

motor is used to control the relative angle between the transmit and receive tel escopes.
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There are three coordinate systems defined for the development of the dynamic
equations. These coordinate frames are depicted in the system diagram shown in figure
X. The xyz coordinate system is fixed to the primary body with the origin at its center of
mass. The x-axis is oriented parallel to the axis of rotation between the primary and
secondary bodies and the z axis is paralld to the optical axis of the telescope. They axis
is defined such that the xyz coordinate system is a right-handed mutually orthogonal
frame. The xX'y’'Z coordinate system is similarly oriented to the secondary body with its
origin at the center of mass. The x and x’ axes remain parallel during appendage motion
while the angular displacements of they’ and Z axes from the y and z axes respectively
are defined by the relative rotation angle & The equations of motion are derived for the
spacecraft body coordinate system, XYZ, which is paralel to xyz frame. Its origin is at
the total spacecraft center of mass. Unit vectors aong the X, Y, and Z spacecraft body

axesaregivenby i, j and k respectively.

1. Rigid Body Equations of Motion

The angular equations of motion are derived from the application of Newton's
second law to rotational dynamics. In the genera case the equation of motion defined in
an inertial frame for arigid body about an arbitrary point P is given by

Mp=Ho+ @ (3.1)

m

where M, is the net externa torque applied to the body about P, H, is the angular
momentum of the body about P, T, is the position of the center of mass relative to P, fi, is

the vector from the center of mass to the position of dm in the body, and dm is an

incremental unit of mass within the body

If point P is coincident with the body center of mass, then i, =0 and the equation

C

simplifiesto

M =H (3.2)
Equation (3.2) applies in inertial reference frames. To extend it to body coordinates
where it can be employed, we need to understand the concept of vector derivatives in a
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rotating coordinate frame. If the body frame rotates relative to an inertial reference frame

with angular velocity U then the derivative of any vector A in inertial coordinates can

be related to the derivative in the rotating body coordinates by

A‘:A
|

+a'AL (3.3)

B

Applying this relation to the angular momentum, the equation of motion for a rigid body

in rotating body coordinates becomes

M=H+1 H (3.4)

2. Multi-Body Equations of Motion

For the two body Bifocal Relay Mirror system with reaction wheels shown in

figure 1, the total system angular momentum in body XY Z coordinates can be written

H=Hg +H4 +H, (35)

where H is the total system angular momentum of the spacecraft, H is the angular
momentum of the system due to the rotation of the body coordinate frame, neglecting the
contribution due to relative motion of the receive telescope and reaction wheels, H, is
the angular momentum due to the relative motion of the secondary body, and H,, isthe

angular momentum due to the relative motion of the reaction wheels

Since the Bifocal Relay Mirror spacecraft is approximated as a system of rigid

bodies, we can substitute the total system angular momentum, H , into Equation (3.4) to
get the multi-body spacecraft equation of motion

M=HS+If|rd+lf|W+U’(FIS+Hd+F|VV) (3.6)

where M is the net externa torque applied to the spacecraft about its center of mass

including all control and disturbance torques.
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3. Moments of Inertia

To determine these angular momentums we need to consider the moments of
inertia of the spacecraft and it components. We define |, to be the inertia matrix for the

primary body (transmit telescope and bus) about its center of mass in the xyz coordinate

frame.
AT T T~
glxx _lxy _Ileﬁl
€7 T TU
IT_elxy Iyy -|yzu (3.7)

gL T LA
The vector from the center of mass of the primary body to the spacecraft center of massis
given by
r = XTi Y J + ZTk (3'8)

The moment of inertia matrix for the receive telescope, Iz, about its center of mass given

inthex’y’z' coordinate frameis given by

£IR R R ~

glx.x. 1y lxU

_€ .r R r U
I ‘e'lx'y' Iy.y. 'ly'zu (3.9)

g-ISZ _I'z'y' I?z 8
The vector from the center of mass of the receive telescope to the spacecraft center of
massis given by
e =Xd +Yyej +Z.K (3.10)
To align the receive telescope inertia matrix with the spacecraft body coordinate
frame a transformation matrix is applied. This time varying matrix is the direction cosine

matrix that defines a single rotation. The axis of rotation is paralel to the body X axis

and is of magnitude & The transformation matrix is given by

e 0 0 d
T, =0 cosd sin@g (3.11)
€0 -sin(d) cos(ay
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The SIMULINK subsystem used to generate this x-axis rotation matrix given an input

angleisshown in Figure 6.
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Figure 6. SIMULINK Subsystem Diagram: X-Axis Rotation Matrix

To dbtain the total system inertia matrix about the spacecraft center of mass in the
body coordinate frame XY Z the parallel axis theorem is applied to the inertia matricies of
each body. Additionally the rotation matrix is applied to the receive telescope inertia
matrix to align it with the body coordinates. If ny and nk are the masses of the transmit

telescope and receive telescope respectively the total system inertia matrix is given by

~

4,2 2
SYT tZy -XqYqp - XyZg 3
— 2 2 T
I_lT"'mTé' XtYr Zy X7 - YiZg l]"'TxIRTx"'
A 2 27
S' X2y “YiZr Xy +YTH

N

42 4 52
gyR'l'zR “XrYr " XrZr 3

2 2
tTMr a- XgYr Zr ¥Xg - YRrZr ()
A 2 .20
& XrZr  -YrZr XrtYRY

(3.12)

The caculation of the spacecraft system inertia matrix is implemented in the SIMULINK
subsystem shown in Figure 7.
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Figure 7. SIMULINK Subsystem Diagram: Spacecraft Moment of Inertia Matrix
a. Rate of Change of Spacecraft I nertia Matrix

All components of the system moment of inertia matrix are constant except
T, |, T, which varies with the relative rotation angle a. Therefore the rate of change of

the system inertia matrix is given by

| = TR ITy + Ty I Ty (3.13)
o 0 0 U 0 0 0 U
where T, =0 -sin(®a cos(@ay ad Ti =0 -sin(@a -cos(@ay. It can be
& -cos@a -sin(@ay & cos@a -sin(@ay

shownthat | asafunctionof a and & isgiven by
é 0
i& Ig &n@ ~ Eos(a)
815, sin() - I, cos(&)
1%, Sin(&) + I3, cos(4)
217, sin(4)cos(d) + 21, cos’(4)- 217, sin*(8)- 213, sin(8)cos(8)
I5,sin?( &) |, cds (& 4}, sin(d)cofd)+17,cos’(d)- I, sin*(4)
1%, Sin(&) - 13, cos(&) u
15, sin’( &) |, cds (& 4}, sin(@cos(dy §, cos (& §, sif a’()g
215, sn*( &y 2}, sin(dcos(d) 2Zf, sin(&)cos(d 2, cs’( &)Y
(3.14)

The SIMULINK subsystem diagram that calculates the rate of change of the spacecraft
inertia matrix based on appendage relative angular orientation and rate is shown in Figure
8.
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COMPUTE DERIVATIVE OF SPACECRAFT IMERTIA
MATRIX FROM APPENDAGE ANGLE AND RATE
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Figure 8. SIMULINK Subsystem Diagram: Rate of Change of Spacecraft Inertia
Matrix

4, Angular Velocity

The spacecraft angular velocity is defined by the angular velocity of the primary

body with respect to the inertial reference frame. This angular velocity vector is given by

N
’
x

’

0, = (3.15)

> (D> (D

’

<
[« oxy ey eny end

Z

The relative angular velocity between the primary and secondary bodies due to the

rotation about the body x axisis given by

0, = (3.16)

B g
(e o XY ey ey ant?
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The angular velocity of the receive telescope is equal to the spacecraft angular velocity

plus the relative velocity
&, +au
A A é€ . u
Ug =07 +0g =5 U, (3.17)
8 U, 4
5. Angular Momentum

The components of the total spacecraft angular momentums given in Equation
(3.5) can now be defined. The system angular momentum neglecting the momentum due
to the relative motion of the receive telescope and the reaction wheelsis given by

Ao =1- (3.18)

The angular momentum of the receive telescope relative to the spacecraft is given by

red T IR relI

T

(3.19)

Substituting Equations (3.18) and (3.19) into Equation (3.5) we get the total system

angular momentum
H=1"48 T4+ |} (3.20)

Substituting this relation into Equation (3.6), the spacecraft equation of motion can be

rewritten as

M:r{:*mR‘rrgﬁ#“L‘( “H L T+ H (3.21)

6. Solving for Spacecraft Angular Rate

To solve for the spacecraft angular rate, i, we can isolate O in Equation (3.21)
and perform the integration using a computer solver. This however places an

unnecessary burden on the processor to continuoudly calculate the time derivative of the
spacecraft moment of inertia. A simpler method is accomplished by first solving for H .

The spacecraft equation of motion is rewritten as
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M=Hg +1" g 0 (3.22)
which can be solved for If|3.
Ay =M- 1,70, - H+H U (3.23)
After the integration,
Hs=d|\7|- L0 - H+H 1‘) degf MeH e f- H (3.24)
t t
the angular rate, 0, is obtained from

U=1"Hg (3.25)
Figure 9 shows the SSIMULINK diagram for implements the spacecraft dynamics for the
Bifoca Relay Mirror attitude simulation. The integration is performed using the
Dormand-Prince ode5 solver.
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Figure 9. SIMULINK Subsystem Diagram: Spacecraft Dynamics

B. COMMAND

Maneuvering spacecraft often require feed forward command to maintain precise
tracking requirements throughout their maneuvers. The Bifocal Relay Mirror satellite

must maintain tightly controlled ground tracking by both the transmit and receive
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telescopes in order to perform its mission. For this system the envisioned feed forward
command will include control torques necessary to maintain a dynamic attitude profile,
which includes the relative motion between the primary and secondary bodies, calculated
in the absence of disturbances. The spacecraft control laws will be used to correct for
errors in the calculated command profile and external disturbances based on errors in
Spacecraft attitude and angular rate from the attitude determination system.

The estimated spacecraft rotational profile is predetermined prior to the execution
of a maneuver and tracking operation. The profile includes the spacecraft body attitude,
angular rate and angular acceleration as well as the relative angle, rate and acceleration
between the transmit and receive telescopes. The net external torque required to maintain
this profile in the absence of disturbances is fed forward to the control devices. This
torque can be calculated from the spacecraft equation of motion, Equation(3.21),

neglecting the reaction wheel control devices

I\A/Ic :iﬁc t ;cl-EJ R;lelt!}l-ic,"‘( ACHEI Ri"el!z"l) (326)
In this equation the subscript ¢ is used to represent feed forward command. The
equivalent SIMULINK subsystem used in the smulation to generate the feed forward

command torque is shown in Figure 10.
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Figure 10. SIMULINK Subsystem Diagram: Feed Forward Torque Command
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C. CONTROL

Primary attitude control of the Bifocal Relay Mirror satellite is accomplished with
reaction wheels. Four reaction wheels are arranged in a pyramid constellation to achieve
redundancy in the event of a single whedl failure. Under normal operations three wheels
are operating while the forth is off line. Control torques commands are calculated in
body coordinates and then distributed to the three operating wheels.

Torque commands are generated from the feed forward command profile plus the
attitude control laws with compensation for the gyroscopic torques generated from the
spinning reaction wheels. The simple partial plus derivative type controller is chosen for
this satellite. The control laws are based on attitude quaternion and angular rate error as
caculated from the outputs of the attitude determination system where the quaternion
error is calculated by Equation (4.16) [Ref. 9]. The three body axis whedl control laws
are given by

le = K gOewt Ka u

Hue = KoOeat Ke u (3.27)

Hus = K sleait Kes u

More exotic control schemes exist but the optimal state estimates provided by the
attitude determination system are smply employed by these control laws.

The control law gains are chosen to minimize steady state errors attitude errors
while ensuring that oscillations induced by the attitude control system do not interfere
with on-orbit structura modes and payload components. To determine the optima
control gains, attitude control simulations are conducted with a representative
maneuvering profiles and externa disturbances. The state inputs used by the controller
during gain adjustment simulations are perfect attitude and rate knowledge. As explained
in Chapter I, the optimal controller can be determined independently from the attitude
determination system since its outputs are based on optimal state estimation.

The reaction wheel control subsystem used in the SIMULINK attitude ssmulation
model is shown in Figure 11. Saturation and rate limiting is applied to simulate nonlinear

effects in real reaction wheel control systems. The net control torque is determined and
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then distributed to the individua reaction whedls based on their orientation within the
constellation.
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Figure 11. SIMULINK Subsystem Diagram: Reaction Wheel Control
D. DISTURBANCE TORQUES
Representative disturbance torques are ssimulated in order to observe spacecraft
attitude performance in arealistic space environment.
1 Gravity Gradient Torque

At low dtitudes the torque induced by gravity gradient on spacecraft without
matched body moments of inertia can be significant. A model for the gravity gradient

torque on a spacecraft in orbit is given by
M.=—R, IR, (3.28)

where R, the distance from the spacecraft center of mass to the Earth’s center, fio isthe

unit vector in that direction given in body coordinates, and | is the total spacecraft
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moment of inertia matrix. If the direction cosine matrix from the orbit to body frame,
BC°, isknown, R, isgiven by

Ou ézu

=il 5 a2
el &xH

In the attitude smulation model, the orbital reference frame direction cosine matrix

components are propagated using the spacecraft angular rate relative to the rotating orbit

frame from an initial orientation. The relative orbital rate is determined from the inertial

rate minus the rate of rotation of the orbit frame. The SIMULINK subsystem for
propagating the orbital reference is shown in Figure 12.
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Figure 12. SIMULINK Subsystem Diagram: Orbital Reference Propagation

Using the orbital reference coordinates the gravity gradient torque can then be
written

= R_g §C23l;| | §C23l;| (3.30)
g:SS H §C33H
Figure 13 shows the SIMULINK subsystem that models the gravity gradient torque based
on the orbital reference frame direction cosine matrix.
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Figure 13. SIMULINK Subsystem Diagram: Gravity Gradient Torque Model
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2. Other External Disturbance Torques

Other disturbance torques include those due to unbalanced solar pressure,
magnetic interactions, and aerodynamic drag effects. These disturbances are not as easily
modeled as gravity gradient but their characteristics and magnitudes are important
considerations in the design of spacecraft attitude control systems. In the ssmulation
model, secular and slowly varying periodic moments are introduced in each body axis to
account for these unknown disturbances. Worst case magnitudes are chosen based on

orbit profile and spacecraft characteristics to ensure robust control design.

E. MAGNETIC MOMENTS

The magnetic moment imparted on the spacecraft by the earth’s magnetic field is
dependent upon the magnetic field strength, B, and the spacecraft's magnetic dipole

vector, m. The magnetic moment is given by

M_=m B (3.31)

1. Magnetic Field M odel

Highly accurate models of the earth’s magnetic field have been developed but a
simple dipole model is adequate for the purposes of this ssimulation. This gpproximation
assumes a ssimple dipole magnetic field tilted 11 degrees from the earth’s spin axis. The

earth’s magnetic field is a function of the earth’s unit dipole vector, M , the distance from
the eenter of the earth to the center of mass of the spacecraft, R, and the unit vector in

that direction, R . The magnetic field is given by
B=X &(MR)R- M 332
"R3€ ( ) ~ (3.32)

where K is the earth’s magnetic field constant equal to 7.943 x 10" Nnf/a’. Usng
classica orbita elements it can be shown that the components of the magnetic field

vector in orbital coordinates are given by
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(3.33)
where n is the true anomaly of the spacecraft, e is the magnetic dipole tilt angle, i isthe
orbit inclination, and u is the angle of the magnetic dipole normal to the line of ascending
nodes. The SIMULINK subsystem that propagates the earth magnetic field vector with
the orbital referenceis shown in Figure 14.
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Figure 14. SIMULINK Subsystem Diagram: Earth Magnetic Field Vector in Orbital
Coordinates

The magnetic field vector can be transformed to the spacecraft body coordinates
with the direction cosine matrix.
=8C°B, (3.34)
where BCP° is the transformation matrix from the orbit coordinate frame to the body

frame. Figure 15 shows the subsystem that realizes this transformation using direction

cosine matrix components.
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CONWERT MAGNETIC FIELD TO BODY COORDIMNATES
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Figure 15. SIMULINK Subsystem Diagram: Magnetic Field Conversion to Body
Coordinates

2. Magnetic Control Torque

Using magnetic torquers a spacecraft magnetic dipole can be generated to react
with the earth’s magnetic field to produce a control torque. In this smulation magnetic
control can be used to help desaturate the reaction wheels. The control law for magnetic

dumping of reaction wheel momentum is given by
M gng = -k (Bg " H,,) (3.35)
where k is the magnetic torquer gain. Figure 16 shows the SIMULINK subsystem that

simulates the magnetic dumping control torque. Saturation is added to ssmulate nonlinear

effects in the torque rods.
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Figure 16. SIMULINK Subsystem Diagram: Magnetic Torquers for Momentum
Dumping

Magnetic torquers can aso be used for attitude control. The control laws for the

torquers to produce a desired control moment, M, , on the spacecraft is given by

=—8_—co (3.36)
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V. ATTITUDE REPRESENTATION AND KINEMATICS

There are many ways of describing the orientation of one coordinate system
relative to another. The most common descriptors used in Spacecraft attitude
determination include Euler angles, direction cosine matricies and quaternions, aso
known as Euler parameters [Ref. 10]. Euler angles provide a convenient way to represent
attitude and are usually he easiest to visualize. However, singularities arise when the
relative orientation from the reference coordinate system becomes large. Therefore,
highly maneuverable spacecraft require other means of attitude representation. Direction
cosine matricies and quaternions overcome this problem. Direction cosine matricies
provide the most convenient way of transforming vectors between coordinate systems but
require significantly higher attitude processor throughputs than quaternions. As an
example, propagating an attitude matrix with angular rate data requires the integration of
nine elements while the quaternion has only four. For these reasons, the quaternion

representation is chosen for this attitude simulation model.

A. QUATERNION DEFINITION AND CHARACTERISTICS

The four vector quaternion based representation g1 R* can be written as

éq,u

€, 4
q :g Zl.'l (41)

S

e u

48

or equivalently,

q=qj +0d,] +gk +q, (4.2)

where the quaternion has a three vector imaginary part

eq, U
q, = nggand ascalar real part q, =q,.

E9%H
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1. M eaning of Quaterions
Quaternions represent the angular orientation of a body relative to a reference
coordinate frame by a single axis rotation of magnitude € about the eigenvector axis

givenby & corresponding to the +1 eigenvalue of the direction cosine or attitude matrix.
The direction cosine matrix can be written in terms of these four parameters

é 0 0y 60 -, 8,8
:go 1 oY cos(e)+ g 0 -élgsin(é)+ééT(1-cos(é)) (4.3) (4.4)

©01 &, . efe O
Similarly these parameters can be represented by the four quaternions

eqﬁj é 1U

q = eq2u g Hn 25
gogH & sH (4.5)
a0

=(, =CO0Sc— =~
Or =04 8 25
which have the added property that

| =of +cf +ai +q; = (4.6)

2. Attitude Matrix

The equivalent attitude or direction cosine matrix can be generated from

guaternions using

gqf O-0;+0; 200 +0,0)  2(C40s- 9,9) 3
=& 20,057 Gs0) -G tO3- Q3+ 0y 2(0,0,+0,0) (4.7)
€2(00;+0,0,)  2(09:- %G%) -0 - g; +05 +a5H

The SIMULINK subsystem used in this smulation model to convert a quaternion to the
equivalent attitude matrix is shown in Figure 17.

36



e[ 2 u[E[ 2 u[F] 2+ u [ e
| E[T ug]?u B 2
| I ulfl::]’1r UETUED
e 2] '-IIZIC;E;J1r ulEuED e
(1 1 [2]“2-u[1]ﬂ;f EFE+ulE 2] el

q o2z Fezhape A

e ZTUETUETulTuED e

32

| ZTulTuE R uED e

o3
| FOuETuE O[T uED e

23
i [3] 2 u ]2 u 2] 2+ u [ |
o33 I'u1_u><

il

Figure 17. SIMULINK Subsystem Diagram: Attitude Matrix from Quaternions

3. Quaternion Multiplication

The multiplication of two quaternions to form a third defines an angular
orientation resulting from two eigen-axis rotations. If G¢ represents the transformation
from coordinate frame A to B and q¢ represents the transformation from frame B to C

then the transformation from frame A to C is given by

=g (48)

Ol

This multiplication can be implemented several ways. The two quaternions can

be multiplied directly using the quaternion format given in Equation (4.2)
(i + Q] + 05k +0q,) =(aft +agj + gk + af)(o®+ qdj + ak + qf) (4.9)

using the equalities

i?=j%=k*=-1
'; k:_' _J 'H_:_ki (4.10)
Ki=-ik= |

Quaternion multiplication can also be performed by treating the imaginary and real parts

separately
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In matrix form quaternion multiplication is given by

éq,u éq¢ -9¢ qf qWuéqi
Sh._ 9% % -of agfcast 4.12)
gqsg gfw a¢ qf qétggq&“‘a
&.0 &a¢ -af -a¢ agfeqty

This multiplication method is used in the attitude simulation. The SIMULINK subsystem

isshown in Figure 18.
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Figure 18. SIMULINK Subsystem Diagram: Quaternion Multiplication

4. Coordinate Rotations

Sequential axis rotations such as those that define the three Euler angle
representation can be realized by the successive quaternion products. Additionaly, if

there are three small simultaneous rotéations e,, €,, and €, about the coordinate axes X, Y,

and z respectively the resulting quaternion is determined as follows:

1gelu
Let Q=(& +& +&)"* and q= eég Ethen
& H
&g, u .
é - 9J0) )0
= = = and = = 4.13
Q| nga qgnngan qR q4 COSSZg ( )
3
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5. Quaternion Inverseand | dentity

The inverse of a quaternion is its complex conjugate and is analogous to the
transpose of a direction cosine matrix. A quaternion is conjugated by reversing the sign

on the vector part.

éq1‘ é'q1\
qz 'CI2
Ifg=¢ Uthenq—e u,
eq3 e'qs
@CMU §q4 Q

The identity quaternion is found by multiplying any quaternion by its conjugate as

shown below.
%
g =ga= gog (4.14)
&
6. Quaternion Error

A difference quaternion can be defined between to orientations that are referenced

to the same coordinate frame. If g¢ represents the transformation from coordinate frame
A to B and G¢ represents the transformation from frame A to C then the transformation
from frame B to C is given by

éq¢ q¢ -af -q@éqﬁl

é

~ ¢

Sof -of o -q?ggq%

8of of of ofpeadn

This can be used to calculate the error quaternion where the target orientation is

given by g¢and the actual spacecraft orientation is Gé.

g. =q¢qe (4.16)
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The SIMULINK subsystem diagram for determining the error quaternion is given in
Figure 19.

QUATERMION ERROR qe=q7q"

u[ u S uE Bl u 2] uF a1 ulE] e

qe1
U uSH u[E UG+ u 1] 0 [F]-u 217 u 3] I—F

gz (1)
uRITu[S-u [ u S u [T u [T u R uE] I—F qe
qed
u )" w5+ u 2] u[S1+ u 3 u [T+ u =" ulE] I—F
qed "

fluz
qe

Figure 19. SIMULINK Subsystem Diagram: Error Quaternion

The angular difference in radians between the original quaternions is contained in

the real part of the error quaternion.

&, =2co0s (q,,) (4.17)

7. Vector Transformations

Transforming vectors between coordinate systems requires two quaternion
multiplications where the vector is treated as quaternion with a real part of zero. If g
represents the orientation of coordinate frame B with respect to reference frame A then a
vector given in coordinates of the reference frame, v,, can be transformed to the

coordinates of frame B by
Vg =G V,q (4.18)

B. QUATERNION KINEMATICS

Actua spacecraft motion is smulated using the continuous quaternion differential
equations. In the attitude determination computer smulation the attitude propagator uses

the discrete kinematic equations.
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1. Continuous Kinematics

The differentia equation for the quaternions of a rotating coordinate system can
be found by differentiating this equation with respect to a fixed reference frame A. If the

rotational rates for coordinate frame B are given by

Sl av av av

N - N | \Y; vV \Y; N

=230, th Al =~ Bl =0and —&| =0" v
evu dt || dt | dt |, ®
U H

Theinertial derivative of equation (4.18) becomes

.. _do_ _ . dg

U " Vvg=—Vv,q+qVv,— 4.19
8 =g VAT AVa (4.19)

Using the properties of quaternions, substituting the origina equation for v, and

noting that the vector v, isarbitrary it can be shown that

dg _1_.
A-Zad 4.20
& 2 (4.20)
or in matrix differential form
U el €0 0 U Ul
_éa.u é. u .é. . L Ué. u
d_hg-lggydhg=let O Ui Uagehg (421)
dt &gu 2 &q,u 2¢€éu, -u, 0 uzueg,U
é. e u é. < . yue u
ed. &, €eu, -u, -u; Opeyg
=y _ ES(U) Tl o\ : : . .
where S(U)=a . OQ and -S(0)is the skew symmetric matrix associated with the
e-u a

vector U. The kinematics subsystem diagram used in the SIMULINK mode is shown in

Figure 20. The integration is performed using the Dormand-Prince ode5 solver.
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Figure 20. SIMULINK Subsystem Diagram: Continuous Kinematics
2. Discrete Kinematics

The solution to the continuous differential equation when U is held constant is

gy
ot 9
egE q

0_
q 0 gcosé ) 4X4+8826 Qf ( ) g 0 (4-22)

. _|ut : . , . . .
where é =H7H This solution leads to the discrete implementation of the quaternion

kinematic equations.

The attitude determination system uses angular rate information to kinematically
propagate the spacecraft attitude quaternion in discrete time steps. The angular rate
vector U1 R® is integrated with time step Dt to produce the incremental angle vector

Dl R®. For small time steps D& approximates an eigen-axis rotation in the current

body coordinate frame so it can be related to the change in the attitude quaternion by
a¢Ae| oaaAelu + A&, j+Aek0

Ag @Ing | | ++ cosaqﬁel (4.23)
P e 2

The SIMULINK subsystem used in the discrete attitude propagator to obtain the

incrementa quaternion step is shown in Figure 21.
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Figure 21. SIMULINK Subsystem Diagram: Discrete Attitude Propagator

The new attitude quaternion is Ssimply determined by

qneN :qdd ( AA (424)

where the equation implies quaternion multiplication.
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V. KALMANFILTER

The Kaman filter provides a non-deterministic means of estimating a system state
vector using a state space mathematical plant model and sensor measurement data related
to some subset of the state variables. It is a stochastic optimal estimator designed to
minimize the weighted mean square error in the state estimate. The Kalman gain matrix
determines the weighting based on the relative confidence between the past state estimate
propagated to the current time and the current partial measurement of state variables.
The error covariance matrix, the second statistical moment of the state vector, tracks the
confidence in the state estimate while a measurement error covariance matrix relates the

confidence in the measurement.

A. RECURSVE DISCRETE KALMAN FILTER

The Kaman filter can be implemented recursively since al of the information
from past state measurements is encapsulated in the previous state estimate and error
covariance matrix with are both tracked. During state propagation the error covariance is
updated to reflect additional error added by imperfections in the plant model. A recursive
discrete Kalman filter is used in the proposed attitude determination scheme. Figue 22

illustrates the recursive nature of the Kalman filter.
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Figure 22. Discrete Kalman Filter Loop

The standard equations for a recursive discrete Kalman filter are summarized in
Table 2 below. For full background development and equation derivations see Appendix

A [Ref. 1].
System/plant Model XQ=X,, W+
w, ~N(©0,Q,)
M easurement Model Z, =H /X, +V,
v, ~N(OR,)
Initial Conditions X, = E[X,]
Po = E[(Xo B 720)()?0- ):(o)T]
Assumptions E[w,v,] =0
(uncorrelated errors) forall j, k
Prediction State Estimate Extrapolation XO=X 11 14
Error Covariance Extrapolation Po=P, 0., IQ+ k1
Correction | Kalman Gain Matrix K, =PHL(HPH] +R)*
State Estimate Update Xi =X, +K, (2, - HX)
Error Covariance Update R =(- K\HYOR

Table 2.
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B. ERROR STATE EXTENDED KALMAN FILTER IMPLEMENTATION

A linear error state extended discrete Kaman filter is implemented in the
simulated attitude determination model to estimate spacecraft attitude and angular rate.
The nonlinear attitude propagation is performed discretely outside of the Kalman filter
according to Equations (4.23) and (4.24) at the high bandwidth frequency of the attitude
processor. The angular rate estimate used in the kinematic model is provided by the
gpacecraft gyros or pseudo gyro rate calculations. The Kaman filter is designed to
provide bias corrections to the gyro outputs for attitude propagation [Ref.11]. If the
pseudo gyro rate is used, the bias error is treated as arate error from which a correction to
the system angular momentum is determined. Measurement updates are provided by star
trackers. The difference in the measured and predicted star vector is related to the
attitude error and used to provide corrections to the state estimate.

1. State Variables

The Kalman filter used in this model estimates six state variables. a three vector
of attitude errors, &1 R?, and a three vector of gyro bias errors, bl R*. Thetota state

vector is given by

éu,
=& al R° (5.1)
&

The attitude error, €, represents the deviation in the spacecraft attitude relative to

the inertial reference frame given by a vector of three smultaneous rotations. The bias

error, b, represents the change in bias of the angular rate data in the spacecraft body

coordinate frame.

2. Attitude Propagation Error Correction Methods

There are two ways to implement the Kalman filter corrections to the attitude
propagator. In the first method, the attitude propagator is fed with raw gyro rate

information and the Kaman filter maintains the total gyro bias tracking with the state

bias error, b. In this method, the attitude quaternion must be corrected at each time step
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by the filter. The attitude error vector, €, is converted to an incremental quaternion
rotation, Ag and applied to the propagated attitude quaternion as shown in Chapter 1V
with Equations (4.23) and (4.24) or, using the small angle approximation Ag is given by
- -
Ag2i+=2j+=2k+1 5.2
FEo it (5.2)
Then by quaternion multiplication the propagated attitude quaternion is updated

Qe =(AQ)0yq (5.3)
The dternative method of applying the filter correction to the propagator is to use

the bias error state, b, to correct the unknown gyro bias, @i, each time a measurement

update is obtained

Upnew = Upgig + 0 (54)

For this method, the total unknown gyro bias is tracked separately from the filter and
added to the gyro angular rate beforeit isfed to the attitude propagator.

Aé=(u,+u,)At (55)
The attitude error state correction is then only necessary at measurement updates. Using
this method allows the Kalman filter error vector X to be reset after each bias
measurement update. Since the filter approximates nonlinear errors with a linear model,

keeping the errors as close to zero as possible improves the estimate. This Kalman filter

correction method is used in the simulated attitude determination model.

3. Plant M odel

A nominal plant model is chosen for this Kalman filter which assumes a constant
rate bias between filter updates and uncoupled (linear) attitude errors between

propagation steps. It is derived from the continuous equation of state

dx €dé/dtd ép... ATUEU
_:e ~/ g:é 3X3 l:le~ l.:J:f (Hx (5.6)
dt @jb/ dtg i Oxs0EPH

where A is the estimate of the Spacecraft attitude or direction cosine matrix. This linear
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state equation includes coupled rotational effects through the time variant estimated
attitude matrix which changes dynamically.

4. State Transition Matrix
For the discrete Kalman filter implementation of this model the state transition
matrix, O, , is calculated for each time step using the matrix exponential of f(t) from the

continuous state equation

f (At zélsxs Aé‘t g (5.7)

e U
eosxs |3><3 u

where AI is the transpose of the estimated attitude matrix at the current discrete time, tk

0, =e

and At is the interval between steps. The SIMULINK subsystem used to calculate the
state transition matrix is shown in Figure 23. The estimated attitude matrix is calculated
from the propagated attitude quaternion using Equation (4.7).

STATE TRANSITION MATRLE

Wer
=3
q 5 I?I—L’Hnn:
BETYTT < S
(2 ¥ = = 5
dt At E

Figure 23. SIMULINK Subsystem Diagram: State Transition Matrix
5. Kaman Filter Prediction Equations
The state transition matrix allows the state estimate, X, and associated error

covariance matrix, P, to be propagated forward in the discrete Kalman filter prediction
step
):(-k+1: kO (5.8
Pa= O P9 + (5.9
The subscript k+1 indicates next discrete time step, t.1, and the superscript — indicates

predicted future value based only on information up to the current time step t,. The

covariance matrix relates the confidence in the associated state estimate. A larger P
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indicates less confidence which means that the attitude determination system is assumed

to have larger errors. Measurement updates taken when P is large will greater impact on

the estimate than those taken when the confidence is high. The Kaman filter prediction

step is implemented in the SIMULINK mode as shown in Figure 24.
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Figure 24. SIMULINK Subsystem Diagram: Kaman Filter Prediction Step

6. Plant Noise Covariance

The plant noise covariance, Q, is a positive definite matrix that characterizes the
plant error accumulated through the time step, At, assuming that it can be modeled as
Gaussian white noise meaning normally distributed with zero mean. Q is normally taken
to be a diagona matrix meaning that there is no known correlation between the errors of
the six state variables. In terms of the variances of the state variables the plant noise

covariance matrix is given by

&, 0 0 0 0 0
506 0 0 0 0 ¢
e 0 y
€0 0 o o ot
Q=6 & . U (5.10)
g0 0 0 G O 0g
e u
€0 0o 0o o g of
g0 0 0 O O 4§

If the time step is varied or the plant error is known to be significantly changed

due to operating mode, then Q should be modified to reflect that change. Decreasing Q

effectively asserts that the plant generates less aror and the predicted state estimate will
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be weighted higher relative to the measurement updates. On the other hand, if it is
increased less confidence is placed on the estimate predicted by the model and more
significant corrections will be applied during measurement updates. In this smulation, Q

is taken to be constant.

7. Kalman Filter Initialization

In order to initiate the Kalman filter algorithm, an initia state estimate, X, and its
associated covariance, P, must be chosen. Least squares batch processing can be
performed on two or more star tracker measurements prior to initiating the filter or an
educated guess can be used. Since the state represents errors from truth, the selected
initial state estimateis

€0l €00 0 0 0 0 Of
0y §0 100 0 0 0 0j
. & €0 0 100 0 O 0u
X.=a (3 with associated covariance P=na a- The
%0 '7%0 0 0 100
&’ é a
cou €0 0 0 0 1 ou
e e
o §0 0 0 00 1§

constant, n, is chosen to reflect confidence in the estimate at initialization. The attitude
errors generated are normally about an order of magnitude up from the rate bias errors so
the variances are weighted higher.

8. Sensor M easurement Update

The date estimate and the covariance matrix propagate forward without
correction through each time step until a measurement update is produced. The dtate
estimate is used to kinematically propagate the attitude quaternion while the covariance
matrix builds up due to the added error through each step.

a. Measurement Vector

If an attitude measurement update is produced at the next time step, k+1,
by one or more star trackers the Kalman filter correction step is applied. The star trackers

produce horizontal and vertical outputs (H,V) corresponding to the position of the star on
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the detector array. These outputs are internally compensated for with software and
calibrated to form a measurement vector in tracker coordinates

éHu ~
ST e Hwith the normalization 5, = —m_ (5.11)

which is the star tracker measurement vector. For smulation modeling purposes, noise is
added to the H and V components to create an artificial star tracker measurement vector.

The measurement vector is generated in the SIMULINK model as shown in Figure 25.

ARTIFICIALMOISY STAR
MEASUREMENT WITH
NORMALIZATION

unitiw) o

Figure 25. SIMULINK Subsystem Diagram: Star Tracker Measurement

At every integration cycle, At, the attitude estimate is available from the
Kaman filter prediction step. If a star tracker observation has occurred during that time
step, the measurement vector must be propagated ahead to correspond to the current
discrete time of the attitude computer. Otherwise, the state vector and the state transition
and covariance matricies must be interpolated to accomplish the filter update. Tracker
processing latencies and transport delays must also be compensated for in the time
difference. For simplicity in thismodél, it is assumed that the all observations occur at an
exact discrete time step of the integration cycle. To produce star measurements for the
model, an artificial star tracker reference is chosen with representative noise applied to
theH and V outputs.

b. Predicted M easurement

The predicted vector in star tracker coordinates is needed to determine the
measurement residual for the update. This is generated using the known position of the

star in inertial space. The detected star goes through the identification process and gets
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compensated for aberration to yield a unit vector, s, in inertial coordinates. Using the
estimate for the inertia to body attitude matrix generated from the filter state prediction,

A

A..,, and the calibrated body to star tracker transformation matrix, T, a predicted vector

is generated in tracker coordinates.

$=T ALl § (5.12)
The inertial star vectors for the model are generated by applying the
transpose of the body to star tracker and true attitude matricies to the same star tracker
reference used to generate the measurement.
¢Hu
S=ALT &V} (5.13)
elH
Figure 26 illustrates the SIMULINK subsystem used to produce a simulated inertial star

reference vector.
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Figure 26. SIMULINK Subsystem Diagram: Inertial Star Vector
C. Measurement Residual

The measurement residua, z.i, is formed by subtracting the predicted

from measured star vector and considering only the first two components.

2,,7E(5,- §) (5.14)
é 0 Oy ) . . .
where E:%) 1 OQ' The measurement residual is determined in the SIMULINK modé
u

as shown in Figure 27.
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Figure 27. SIMULINK Subsystem Diagram: Measurement Residua
0. Observation Matrix

Since the measurement residual is smply the difference between unit vectors, it is
easily related to the state attitude errors. The observation or feedback sensitivity matrix
defined by the relationship to the state variables

Hia= ETALS(S) Onal (5.15)

where -5(5)indicates the skew symmetric matrix associated with the inertial star

reference vector. Figure 28 shows the subsystem diagram used in the SIMULINK model
to produce the observation matrix.
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Figure 28. SIMULINK Subsystem Diagram: Observation Matrix
10. Kalman Gain

The Kalman gain can then be caculated for the correction step at k+1 from the
standard discrete filter equation

K k+l: I:)k-+lH I+1(Rk+l +H k+lPk-+l H-li—+l * (5 16)
where RT R?*? is the measurement noise covariance matrix associated with the assumed

Gaussian white noise in the H and V outputs of the star trackers. Snce these errors are



usualy similar and uncorrelated, the R matrix is normally taken to be a multiple of the
identity.

L & 0
_§O, 2l,:l
elo v

Noisier or less accurate star trackers will generally have a larger R matrix which
decreases the Kalman gain and thus provides less of a correction to the state and
covariance matricies. In redity, the measurement error may not be constant for each
correction step even when the same star tracker is used. Higher intensity stars, although
easier to detect and identify, produce dightly larger noise. Also stars detected toward the
field of view limits of the tracker usually have larger errors due to distortions than those
detected near the star tracker optical axis.

The Kalman gain SIMULINK subsystem is shown in Figure 29.
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Figure 29. SIMULINK Subsystem Diagram: Kaman Gain
11. Kalman Filter Correction Equations

With the Kalman gain, the state and covariance matricies can be corrected with

the measurement update
AX=- K, Z (5.17)
X SXB+ (5.18)
and
Re™(loxs = KietHie)Peot (5.19)

The covariance matrix update is accomplished in the smulation model as shown in
Figure 30.
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Figure 30. SIMULINK Subsystem Diagram: Covariance Updeate

In general, the estimated state drifts away from the true state as it is propagated
forward with the non-idea plant model and is corrected back toward truth as
measurement updates occur. Corrections to the attitude components associated with the
body axes closely aligned with the star tracker optical axis will be corrected much less
than those that are aligned perpendicular. The spacecraft attitude error continues to grow
during periods where there are no cataloged stars in the sensor field of view or when the
tracker information is unavailable. Additionally, when only one tracker provides updates
for extended periods the angular orientation about that star tracker's axis in body

coordinates goes unchecked.

C. CONTROLLER DESIGN IMPLICATIONS

Since the Kaman filter is an optimal least squares estimator, the development of
an optima controller can be accomplished independently. Therefore, the attitude
determination output should not affect the controller design. In this model, quaternion
and rate error control laws are used as well as feed forward torque to generate reaction
wheel commands. The optimal gains for the controller as determined by ssimulation with
ideal deterministic attitude knowledge remain optimal with the attitude determination
based on Kalman filter state estimates.
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VI. DYNAMIC RATE CALCULATION

The continuous dynamic equations of motion for the Bifoca Relay Mirror
spacecraft are derived in Chapter 111. These equations produce the spacecraft angular rate
from external control and disturbance moments applied to the body. A similar discrete
model can be applied in the spacecraft attitude processor software to produce areal time
calculated estimate of the angular rate, referred to as the dynamic gyro. This process is
borrowed from The Aerospace Corporation’s “Pseudo Gyro” concept [Ref. 8]. At high
bandwidth processor execution the discretization of the dynamics introduces little error.
The angular rate generated by this method can be used as a substitution for conventional
gyroscope outputs.  Attitude determination based on the dynamic gyro can be
implemented as a back up failure mode or a primary operating mode to increase the

expected lifetime of the satellite gyroscopes.

A. DISCRETE EQUATIONSOF MOTION

The discretized equations of motion are derived from

DH=§ MDt (6.1)
where é M is the sum of externa moments applied to the spacecraft including controls,

modeled disturbances and gyroscopic stiffness. This alows the total system angular

momentum to be tracked with

|:|k+l = |__]k + DZ' (62)
Then subtracting the relative momentum of the reaction wheels and secondary body
produces

Hs =H-H, - H,4 (6.3)

The calculated spacecraft angular rate is then given by

0=1"Hg (6.4)
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B. MOMENTUM CORRECTION FROM KALMAN FILTER UPDATES

The accuracy of the dynamic angular rate calculation ultimately depends on the
tracking of the system angular momentum. If uncorrected, the numerous error sources in
the model will cause the angular rate error to grow over time. The error state Kaman
filter designed for gyro-based attitude determination systems can be used to provide the

necessary model corrections. The gyro bias error states, b, are interpreted as spacecraft
body rate errors. Using the calculated spacecraft inertia matrix, |1, a correction to the

system moment of inertia can be generated by
AH_ =1b (6.5)
The Kaman filter momentum correction is applied as if the error in the dynamic gyro is

atributable to the total spacecraft body. The relative momentum terms from the

secondary body and the reaction wheels are treated as if they are without error.

The SIMULINK dynamic gyro subsystem used in the attitude smulation model is
illustrated in Figure 31.
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Figure 31. SIMULINK Subsystem Diagram: Dynamic Gyro
C. INPUTS AND ERROR SOURCES

After initial calibration, kinematic plant error in gyro-based attitude determination
systems is ailmost entirely attributable to a single set of imperfect gyroscope rate sensors.
As long as gyro data does not become eratic a Kaman estimator based on a slowly
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changing rate bias plant model produces an effective attitude determination system even
with relatively noisy rate inputs.

The error in rate calculations from dynamic modeling, on the other hand, is due to
numerous factors and is much harder to characterize. There are multiple internal sensors
involved as well as dynamic modeling simplifications. Since the dynamic calculation is
produced from total system momentum tracking any eror in knowledge of externd
torques directly correlates to rate error. Errors in system or component moments of
inertia have the same effect. Like gyro outputs, internal position and rate sensor data are
corrupted by measurement and aignment errors. These data from al moving appendages
and momentum exchange devices are critical to the accuracy of the rate calculation.
Satellites not designed to use dynamic rate caculations for attitude determination are
usually not equipped with appendage relative rate measurement sensors. These data must
either be derived adding more error to the calculation or substituted with commanded
rates. It is important that all known biases be removed from sensor data and calculated
input errors since the Kalman filter estimator is based on the assumption of uncorrelated
zero-mean Gaussian noise. Even if al input parameters were known exactly the discrete

modeling of the spacecraft dynamics introduces some error.

1 External Control and Disturbance Torques

In the dynamic gyro, known externaly applied moments are integrated in the
system angular momentum calculations. These include control moments other than those
imparted by momentum exchange devices as well as modeled disturbance torques. Since
control torques are normaly of significant magnitudes, it is essentia that they be
modeled correctly. Moments from magnetic torque rods depend on the imperfectly
controlled magnetic dipole and the earth’s magnetic field strength. The magnetic dipole
is provided by torquer current measurement. The earth’s magnetic field must either be
modeled or measured with magnetometer but is not precisely known. Reaction jet
moments are almost impossible to model accurately. This often result in degraded

pointing and tracking during firings operations.

The effects of external disturbance moments depends on spacecraft configuration

and orbital profile. Those disturbances that have significant effects on vehicle dynamics
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should be modeled whenever possible to increase the accuracy of the attitude control
system. These types of errors are non-zero mean in the short term and therefore can only
be corrected for with sensor measurement updates. An extended option for The
Aerospace Corporation’s Pseudo Gyro includes a torque bias estimator to reduce the

effects of unknown external disturbances.

For the Bifoca Relay Mirror satellite, the gravity gradient torque is the most
significant disturbance and can be modeled as an input to increase the accuracy of the
dynamic rate calculation. The model is well understood and is generated from the inertia
matrix which is aready required by the dynamic gyro and vehicle orientation with
respect to the gravity vector which can be determined from the estimated attitude and
ephemeris data. The gravity gradient model used by the dynamic gyro is equivalent to
the subsystem shown in Figure 13.

2. Reaction Whed Relative Momentum

Instead of integrating the torques produced by momentum exchange devices their
relative momentum effects are used directly in the dynamic rate calculation. The relative
momentum of each reaction wheel is given by its orientation within the spacecraft, the
component inertia of its spinning disk and the whedl spin rate. The imperfect sensor
measurements from the reaction wheel tachometers introduce errors in system
momentum calculation. Relative orientation angles of reaction wheels are fixed and
errors can be corrected through calibration. Orientations of control moment gyros,
however, are variable. Since these devices usually carry much more momentum small
gimbal resolver errors can have a dignificant impact on tota system momentum
calculations. In this simulation, time varying artificial alignment errors are applied to the
reaction wheel momentum measurements to observe these effects. The error corrupted
whed momentum measurement subsystem implemented in the SIMULINK modd is

shown in Figure 32.
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Figure 32. SIMULINK Subsystem Diagram: Error Corrupted Reaction Wheel
Momentum M easurement

3. Moment of I nertia Calculations

The calculation of the total spacecraft inertia matrix is accomplished by Equation
(3.12) using the SIMULINK subsystem illustrated in Figure 7. Fixed component
moments of inertia and masses of the primary and secondary bodies are assumed to be
known as well as the relative positions of their centers of mass from the system mass
center. Imperfect knowledge of these parameters introduces errors in the angular rate
calculation. Errors generated from rotating spacecraft components are not constant in the
spacecraft body frame.

The inertia matrix also depends on internal sensor input from position encoders or
potentiometers for relative angular orientation of appendages. The model of the
potentiometer that measures the relative angle of the receive telescope includes
quantization effects and additive noise. If appendage relative motion is slow or
component moments of inertia are small, it may not be necessary to update the system
inertia dyadic at the bandwidth of the attitude processor. A trigger is added to the
SIMULINK subsystem that calculates the inertia matrix (Figure 7), so that the affects of
update rate can be evaluated.

4, Appendage Relative Momentum

Knowledge of appendage relative momentums has direct bearing on the system
momentum and therefore the dynamic rate calculation. The relative momentum of the

Bifocal Relay Mirror satellite’'s secondary body is calculated from Equation (3.19). It
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depends on the knowledge of the fixed secondary body inertia matrix and the relative
angular rate. The attitude simulation model assumes that there is no directed
measurement of the relative angular rate. The rate must therefore be derived from
potentiometer measurements of the relative orientation about the axis of rotation. This
sensor may have a minimum discernable incremental angle and noise corruption. Also,
since the rate is derived from position measurements it exhibits increased noise and time
lag. The smulation diagram that produces the error corrupted relative angle and rate for

the spacecraft secondary body is shown in Figure 33.

QUANTIZEDSNOISY AFFEMDAGE ANGLE AMD DERIVED RATE

potentiometer
noise

Figure 33. SIMULINK Subsystem Diagram: Appendage Relative Angle and Rate
Measurement

Appendages of significant inertia or relative rates like the receive telescope of the
Bifoca Relay Mirror satellite should be controlled with smooth gimbal drive motors in
order to minimize nonlinear relative pointing errors. ldeally, all moveable appendages
would have an associated rate sensor for each axis of rotation.

The other option for approximating appendage relative angular rates is to use the
commanded drive input. In some systems, appendage controllers can provide a smooth
relative rate through the drive motor, which significantly enhances angular momentum
tracking. Drive actuators with considerably erratic friction effects will cause errorsin the
atitude control system during dew operations. Short term transients may introduce

significant settling times for error corrections.

The subsystem of the attitude determination smulation that controls al of the
internal sensor measurements and input parameter calculations for the dynamic gyro is

shown in Figure 34.

62



DvHAMIC RO INPUT

MEASUREMEMNTS AND .
CALCULATIONS FOR
dgga

(= i 1
sii g
| I hidg
bACI freq Gravity
Fradient

I 1]

) e T (2

-—.--1 b
|

bdn —i
b =it MOl IE=li

Appendage

meadsurement
12bdn dgpd !
12bd hipd
FPeriodic Mdp
Disturbance
b hrun o]
Enable wheel a=
measurement T hikdz

Secular Mds

Disturbance

Figure 34. SIMULINK Subsystem Diagram: Dynamic Gyro Inputs
D. CALCULATED ANGULAR RATE ERROR CORRECTION

The error state extended Kalman filter is designed to track rate bias errors that are
relatively constant in the spacecraft body frame. This is a good approximation for
properly functioning gyro based systems. For the filter to remain effective when used
with dynamic gyro, the bias in the output rate as seen in body coordinates due to the
various error sources must be small and exhibit a bandwidth below the measurement
update rate. Since it is the case that the common error sources are not zero-mean, their
effects on the rate output must be relatively constant so that the momentum correction
supplied by the Kalman filter applies over the update interval. Transient error spiking
can require multiple star tracker measurement updates to correct. If the internal sensors

provide inconsistent measurements, dynamic gyro angular rate will be degraded.
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VIlI. RESULTS

Simulation results demonstrate that multi-body spacecraft attitude control without
the use of rate gyroscopes can be performed using the attitude and angular rate estimation
scheme proposed in this thesis. The performance of dynamic gyro based attitude
determination system is compared with a similar gyro based system using the Bifocal
Relay Mirror attitude simulation. Simulation input parameters are varied to analyze the
effects of mgor error sources on the dynamic gyro model. Also evaluated are the effects
of star tracker accuracy and measurement update rates on the attitude determination

system.

A. BASELINE SMULATION

A full set of MATLAB plots are presented in this section for baseline analysis of
the dynamic gyro based attitude determination and control scheme developed in this
thesis. This set of results validates the potentia effectiveness of the proposed attitude
and angular rate estimating scheme used for multi-body spacecraft control. It also
provides a common reference for anaysis and comparison with subsequent ssimulation
results. For other smulations, only selected plots that are required for analysis of results

will be shown.

1. Simulation Input Parameters

Table 3 shows the inputs parameters that are held constant for each smulation run
used to obtain results. These input parameters are set in the MATLAB script file that
cals the SIMULINK attitude smulation. The MATLAB code file is included as
Appendix B.

SIMULATION PARAMETERS (SIMULINK)

Simulation Time Period 500 sec
Attitude Determination Bandwidth 20Hz
SIMULINK Solver Method ode5 (Dormand-Prince)
Solver Fixed Step Size 0.05 sec
ORBIT PARAMETERS (Circular Orbit)
Altitude | 715 km
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COMMANDED MANEUVER PROFILE

Inertial Attitude Quaternions See Figure 35

Body Axes Angular Rates See Figure 36

Secondary Body Relative Angle See Figure 37

DISTURBANCE MOMENTS

Gravity Gradient Modeled

Secular (Magnitude) le-4 Nm

Periodic (Magnitude, Period) 4e-4 Nm, [400,500,600] sec
Disturbance Effect on System Angular See Figure 38.

Momentum

MOMENTS OF INERTIA MATRICIES

Primary Body [2997.28025 -
3.9331,118.2824
-3.9331,3164.18285,1.1230
118.2824,1.1230,881.82105]
kgn?
Secondary Body [1721.07340,-0.0116.-
7.8530
-0.0116,1559.85414,-
12.5463
-7.8530,-

12.5463,182.89962] kgn?

CENTER OF MASS OFFSET FROM SPACECRAFT C.M.

Primary Body [0.558354158,
3.91788e-4,
0.15226902] m

Secondary Body [-1.302113918,

-9.13673e-4,
0.355100092] m

WHEEL CONTROL LAWS

Quaternion Error Gains (KQ) [3000,7000,4500]
Angular Rate Error Gains (Kw) [1000,2000,1000]
Control Law Deay for Initia 30 sec

Determination Errors

GYROSCOPE CHARACTERISTICS

Static Rate Biases

le-4*[-1,1.5,1] rad/sec

Rate Noise Variance le-8
Acceleration Noise Variance (Rate le-12
Random Walk)

3 Gyro Alignment

Aligned to Body Axes

ATTITUDE DETERMINATION INITIALIZATION ERRORS

Quaternion Errors (91,92,03)

[0.008,0.012,-0.008]

Angular Rate Errors

[-0.001,0.001,0.002] rad/sec

KALMAN FILTER INITIALIZATION

State Estimate

[0,0,0,0,0,0]
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State Error Covariance Matrix 5e2*[100,0,0,0,0,0
0,100,0,0,0,0
0,0,100,0,0,0
0,0,0,1,0,0,0
0,0,0,0,1,0,0
0,0,0,0,0,1,0
0,0,0,0,0,0,1]

STAR TRACKER ALIGNMENT TO BODY AXES

Tracker 1 (x-rotation, y-rotation) 135 deg, 30 deg

Tracker 2 (x-rotation, y-rotation) 135 deg, -30 deg

Tracker 3 (x-rotation, y-rotation) 180 deg, 0 deg

REACTION WHEEL PARAMETERS (4 WHEEL PYRAMID
CONSTELLATION)

Number of Wheels Operating 3
Constellation Angle to xy-Plane 45 deg
Constellation Torque Saturation Limit 1Nm
Congtellation Torgque Rate limits 10 Nm/sec
Table 3. Simulation Input Parameters

2. Command Attitude Profile

The 500 second maneuvering profile chosen for the Bifocal Relay Mirror attitude
simulation analysis is illustrated in Figures 35, 36 and 37. This profile resembles the
maneuver required to maintain transmit and receive telescope pointing control during an
overhead operational pass to conduct laser relay operations. The majority of the
maneuver is performed in the spacecraft pitch axis, o, as both telescopes orient to point
a fixed ground sites. Less significant motion is required in the spacecraft roll and yaw
axes in order to ensure that the relative axis of rotation of the receive telescope is
correctly oriented during the tracking maneuver. Based on ground sSite separation
distance and orbital altitude, the largest relative angle require between the telescopes is
about 30 degrees during a near overhead pass between the uplink and downlink ground
Sites.
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Figure 35. Baseline Commanded Attitude Profile
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Figure 36. Baseline Commanded Angular Rate Profile

68




Relative Angle to Recieve Telescope (alpha)
35

. A
] [\
7 \
L \
7 \

0 100 200 300 400 500
Time (sec)

Figure 37. Baseline Commanded Relative Angle to Receive Telescope Profile

Deg
\\

The magnitude of the total spacecraft angular momentum during the maneuvering
profile is plotted in Figure 38. The spacecraft attitude is completely controlled by
momentum exchange with the reaction whedls. Therefore, the changes to the angular
momentum profile are attributable the externa disturbance moments. The gravity
gradient disturbance is modeled and the other disturbances are fixed so the angular

momentum profile remains essentially common in al simulation runs.
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Figure 38. Total Spacecraft Angular Momentum Profile
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3. Attitude Deter mination System Perfor mance Results

In this basdline simulation, updates from randomly selected star trackers are
provided to the dynamic gyro and the attitude propagator via the Kalman filter at two
second intervals. The star tracker H and V measurements are corrupted with noise
variance of 1x10™® In order to observe the performance of the attitude determination
system without updates, a 200 second star gap is smulated starting 100 seconds into the
run. As a worst-case analysis, this star gap occurs during the peak maneuvering time of
the satellite including the rotation of the secondary body. Attempt is made to tailor the
plant and measurement error covariance matricies used in the Kaman filter. The attitude

determination system isinitiated with the errors givenin Table 3.

The accuracy of the angular rate calculation is entirely dependent upon the ability
of the dynamic gyro to track the total spacecraft angular momentum. The error in the
magnitude of the total system momentum compared to the smulated actual momentum is
shown in Figure 39. The steady state momentum error is held within 0.07 Nms with
consistent star tracker data but builds to 0.35 Nms after 200 seconds without stars. No

externa disturbance torques are modeled as dynamic gyro inputsin this ssmulation run.
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Figure 39. Basdline Dynamic Gyro Angular Momentum Error

After star tracker measurements are processed, the Kalman filter provides a

momentum correction to the dynamic gyro determined from the spacecraft inertia and the
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rate bias error state estimate. The attitude quaternion is also updated and the states are
reset to zero. Figure 40 shows the magnitude of the error states determined by the
Kaman filter. No updates are provided during the 200 second star gap.
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Figure 40. Baseline Kalman Filter Attitude and Rate Bias Errors

Quaternion errors in the attitude determination system are plotted in Figure 41.
Steady state attitude errors are maintained within 3x10™ during periods of continuous star
coverage but are increased an order of magnitude by the end of the 200 second star gap.
After the star gap, the attitude error build up is quickly removed through measurement

corrections.
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Figure 41. Baseline Estimated Attitude Quaternion Error

Figure 42 illustrates the nature of the angular rate estimation error produced by
the dynamic gyro based determination system. The error generated in the roll axis, wy, is
the most significant because it is aigned with the axis of rotation of the secondary body.
The relative rate is derived from imperfect potentiometer measurements. The rate errors
increase during receive telescope motion due to the potentiometer quatization effect
which produces the broken pattern of noise. The yaw axis is most coupled dynamically
to roll axis and exhibits similar errors at less magnitude. The build up of the bias in the
rate error is hard to perceive among the noise but the effects are evident in the quaternion

error plot.
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Figure 42. Baseline Estimated Angular Rate Error
4, Attitude Control System Performance Results

Attitude control is accomplished by three reaction wheels selected from a pyramid
constellation of four. Nonlinear response of these control actuators is ssimulated by
saturation and rate limiting the output torques as shown in Figure 11. Wheed torque
commands are generated by combining feed forward and error based control laws. The
control laws implementation is delayed at initiation to alow the attitude determination
system to converge. High gain control laws dominate the wheel torque response. Figures
43 and 44 show the torque and momentum response of the three operating reaction
wheels.
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Figure 44. Reaction Wheel Angular Momentum

Attitude control performance is dominated by attitude determination errors. The
control system is designed to limit steady state errors in the attitude quaternions to less
than 2x107 with ideal attitude and angular rate knowledge. With the control laws
applied, the attitude control response resembles the errors of the attitude determination
system in steady state. Figure 45 shows the attitude quaternion error response for the
baseline simulation run. Damped corrections back to steady state after the star gap are

much slower than those realized by the attitude determination system.
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Figure 45. Baseline Control Attitude Quaternion Error

The error in the controlled spacecraft angular rate is shown in Figure 46. Since
most of the attitude determination noise is removed by the controller, the uncorrected rate
error bias due to the star gap is evident. Although the errors remain small during the star

gap, the bias drives the attitude quaternion error build up.
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Figure 46. Baseline Control Angular Rate Error

B. DYNAMIC GYRO VS GYRO PERFORMANCE

Results presented in this section compare a gyro based attitude determination

system with the dynamic gyro based system. Three orthogonally mounted gyroscopes
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are modeled to provide smulated spacecraft body angular rate measurements to the
attitude propagator when the gyro option is selected. The gyro model includes static bias,
rate noise, and rate random walk supplied by integration of random noise. Gyroscope
characteristics used for the simulation results are listed in Table 3. A bias error tracking
system is also modeled in parallel with the gyro generated rates to accept bias corrections
provided by the Kalman filter. Direct comparison of the dynamic gyro and gyro based
attitude determination systems is accomplished using identical input parameters to obtain
simulation results. The SIMULINK subsystem for gyro rate measurement and bias error

tracking isillustrated in Figure 47.
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Figure 47. SIMULINK Subsystem Diagram: Gyro Measurement and Bias Error
Tracker.

1. Continuous Star Tracker Coverage

With precise attitude updates from star trackers there is only little noticeable
difference between the dynamic gyro and gyro based attitude determination systems.
Figure 48 provides a side-by-side comparison of simulation results obtained with a

continuous star update interval of 2 seconds.
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Figure 48. Results: Dynamic Gyro vs. Gyro with Continuous Star Coverage

Although the attitude quaternion errors show little difference between the two
systems the rate errors from the gyros are noticeably more accurate and better resemble
white noise. Since the characteristics of the rate errors are different between the two
systems the plant error covariance matricies used in the Kaman filter are chosen
differently. Table 4 shows the plant error covariance matricies used by the dynamic gyro
and gyro based systems. These values were determined through tuning over severa

simulation runs.

77



Plant Error Covariance Matrix (Q)
Dynamic Gyro Gyro
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Table 4.

2. Gapped Star Tracker Coverage

Figure 49 shows the comparison of the dynamic gyro and gyro based attitude
determination systems when a 200 second gap in star tracker coverage is encountered
during maneuvering operations. Very little difference is evident in the rate error plots
because the bias build up during the star gap is so small compared to the noise in the
error. The effect of the bias, however, shows in the attitude quaternion error plots. At

the end of the star gap the error in the dynamic gyro based system is about five times that

of the gyro based system.
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Figure 49. Results: Dynamic Gyro vs. Gyro with Gapped Star Coverage
C. DYNAMIC GYRO PLANT ERROR ANALYSIS

In this section the effects of maor error sources on the performance of the
dynamic gyro are analyzed. Figure 50 shows the attitude determination plots for the
baseline simulation run. Dynamic gyro input parameters are varied and results are
compared with these plots.
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Figure 50. Baseline Attitude Determination Performance Results

1. Disturbance Torque Modeling

The accuracy of the dynamic gyro depends on knowledge of external disturbance
moments and internal spacecraft momentum. For the baseline smulation run no externa
disturbances were modeled in the dynamic gyro. This leads to the relatively large drift in
atitude quaternions when uncorrected during the star gaps. If the spacecraft’s attitude
with respect to the orbital reference frame can be determined the gravity gradient
disturbance torque can be modeled. For the Bifocal Relay Mirror satellite this
disturbance has the greatest effect. Figure 51 illustrates the increase in performance of
the dynamic gyro based attitude determination system when the gravity gradient moment
is modeled. At the end of the star gap the attitude errors are comparable to the gyro
based system. The total system angular momentum error is much smaller during the star

gap and improvement can even be seen during times of continuous star coverage.
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Figure 51. Gravity Gradient Disturbance Modeled in the Dynamic Gyro

2. Rotation Axis Alignment Error

Alignment errors of momentum exchange control devices and slewing
appendages have direct effects on the dynamic gyro momentum error.  Alignment errors
of fixed reaction wheels are easly compensated for by calibration but control moment
gyros have directionaly variant momentum vectors with respect to the spacecraft body.
The results plots shown in Figure 52 are produced when a periodic alignment error on the
net momentum of the reaction wheels with a magnitude of approximately 0.5 degrees is
added to the simulation. A significant increase in attitude error is developed during the
star gap. The dynamic gyro does not track the system angular momentum as well even

during continuous star coverage.
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Figure 52. Reaction Whed Alignment Error Effects on the Dynamic Gyro
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3. Potentiometer Quantization

The patterns shown in angular rate error plots for the dynamic gyro do not appear
as white noise during appendage motion because of quantization effects in the model of
the potentiometer that measures the relative orientation. The simulated quantization level
is 0.01 degrees in the baseline smulation. Since the effect aternates direction of error
the attitude quaternion errors are not affected significantly. Figure 53 shows simulation
performance results when the quantization level is decreased an order of magnitude. The

angular rate error looks more like white noise and the bias build up during the star gap

can be seen.
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Figure 53. Reduced Potentiometer Quantization Effect on Dynamic Gyro
Performance

4, Moment of Inertia Update Frequency

The inertia matrix for spacecraft with relatively smal or sowly moving
appendages does not change quickly. In these cases processing power may be saved by
performing the system inertia calculation at a lower bandwidth than the dynamic gyro. In
the Bifocal Relay Mirror satellite the secondary body is large so even small slew rates
cause significant change in the system inertia matrix. Figure 54 shows the effects of
decreasing the inertia calculation frequency from the 20 Hz rate of the dynamic gyro to
once every 10 seconds. The quaternion error profile is significantly atered but the
magnitude of the error is only dightly increased. The momentum error in the dynamic
gyro takes longer to correct after the star gap since the Kalman filter attempts to correct

for all errorsasif they were due to spacecraft momentum.
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Figure 54. 10 Hz Moment of Inertia Calculation
D. STAR TRACKER MEASUREMENT ERROR ANALYSIS

The dynamic gyro based attitude determination system is highly reliant on
Kaman filter updates based on star tracker measurements. The quality of the Kalman
filter corrections depend on the accuracy of the trackers, the discrete measurement
interval and number of trackers providing measurements.

1. Star Tracker Accuracy

The results shown in Figure 55 are from simulations using random selection at 2
second intervals. The plot on the left is generated using a 1 sigma variance of 1x10*in
the horizontal and vertica measurements of the trackers. To generate the plot on the
right the variance is reduced by four times. The direct effect on attitude determination

performance is apparent.
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Figure 55. Star Tracker 1 Sigma Variance: 1x10™ [left] vs 2.5x107 [right]

2. Update Interval

Figure 56 shows a comparison of attitude determination performance using 2 and
6 second star measurement intervals. Shorter update intervals result in quicker

convergence and less steady state error.
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Figure 56. Star Tracker Update Interval: 2 Seconds [left] vs 6 Seconds [right]
3. Star Tracker Selection

Because the star tracker measurements provide useful information along only two
axes at least two trackers must be active to maintain pointing control.  Figure 57 shows
the comparison of an attitude determination smulation with updates spread evenly
between three trackers and one that uses two trackers with 95% of the updates coming
from the same sensor. There is no apparent degradation when the updates are spread

evenly between the two operational trackers.
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VIII. CONCLUSIONS

Dynamic modeling provides an imperfect but operative means of estimating
multi-body spacecraft angular rates when mechanical gyro data are not available. An
attitude and angular rate estimation scheme is developed in this thesis that integrates the
dynamic gyro concept with an error state extended Kalman filter estimator that provides
precise attitude updates from star tracker measurements. Results indicate that the
determination system provides effective estimates for performing attitude control.

A. SUMMARY

The attitude determination system is incorporated into a multi-body spacecraft
atitude smulation for evaluation and analysis. Simulation is an extremely valuable
analysis tool for understanding the effects of error sources on system performance. It is
also a suitable mechanism for comparison with gyro based determination systems since a

mechanical gyro model can easily be inserted.

The effects of the primary error sources on the dynamic gyro performance are
investigated through smulation. It is shown that the corrections provided by a star
tracker based Kaman filter make the system robust to measurement and parameter
knowledge error sources. Significant improvement in attitude determination performance
is realized when disturbance torques are modeled. The other primary error sources
include the alignment of momentum exchange control devices and relative angle and rate
knowledge in large or quickly slewing appendages. Error effects are amplified during

star gaps when no corrections to the dynamic model are available.

The software implemented dynamic gyro essentially emulates the functions of a
set hardware gyroscopes. In a spacecraft where the mechanical gyros have failed or
become too erratic to be corrected by the Kalman filter the dynamic gyro may be a viable
replacement. Operated in tandem with mechanical gyros, either system can provide

redundant inertial angular velocity for improved attitude control.
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This attitude determination concept is ideally suited to a spacecraft designed
specifically for its implementation with precise internal sensors and mechanisms to
monitor spacecraft parameters and integrated externa torque estimation modeling. In
these systems the dynamic gyro can increase the lifetime and reliability of the spacecraft

while reducing the power requirements.

B. RECOMMENDATIONS

A strong recommendation for future work is ssimulation model tailoring to red
gpacecraft hardware. The multi-body dynamics can be expanded to model an actual
satellite’s mass and inertia characteristics. Additionally, sensor parameters can be
modeled to match existing sensor error specs. With these modifications the simulation
model can be used conduct analysis and predict performance when the dynamic gyro
software is implemented on board the spacecraft. Future work may include using the
simulation to compare the predicted dynamic gyro based attitude determination

performance to actual gyro based performance recorded with telemetry data.

There are several improvements that can be made to the attitude determination
simulation model. It could easily be modified to provide the capability to mix gyroscope
and dynamic gyro data for redundant information. A parity matrix developed from the
pseudo-inverse concept can be generated to account for system observability in the over
determined case. This would alow performance analysis with selected gyro failures and
further aid in the evaluation of its utility as a back-up attitude determination scheme.
Another smulation improvement would be the incorporation of higher order dynamic
effects into the model including center of mass offsets and flexibility modes for the

appendage couplings.

Finaly, improvements to the attitude determination scheme can be developed
including a torque error estimator as suggested by The Aerospace Corporation [Ref. §].
The better the dynamics are modeled in the processing software the more effective the
dynamic gyro becomes as a replacement for the hardware gyroscope.
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APPENDIX A: KALMAN FILTER BACKGROUND

“The Kaman filter combines all available measurement data, plus prior
knowledge about the system and measuring devices, to produce an estimate of the desired
variables in such a manner that the error is minimized datistically” [Ref. 2]. An
understanding of the Kalman filter requires some background in the theory of probability

of random variables and processes [Ref. 1].

A. PROBABILITY

The probability of an event, e, represents a possible outcome of a random
experiment and is written Pr(e). A random variable, X, can be thought of as a function of
the outcomes of some random experiment. The manner of specifying the probability with
which different values are taken by a random variable is the probability distribution
function, F(x)

F(X)=Pr(X £x) (A1)
Thisis a function over the range of possible values that shows the probability with which
the random variable takes on a value at or less than the value of the range. Its derivative
is the probability density function, f(x),
dF(x)
dx
This function identifies the likelihood of a random variable assuming a particular valuein

f(x)= (A.2

its range of possible values. Over the range of all possible values a characteristic of any

probability distribution or density functionis

F(¥)=2j(u)du =1 (A.3)

A joint probability density function can be defined for multiple variables. For two

random variables the joint density is given by

TR(xy) (Ad)

f,(xy) = Ty
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B. EXPECTATION

The expectation of a random variable is defined as the sum of all values the
random variable may take, each weighted by the probability with which the value is
taken.

E[X]:i‘)xf(x)dx (A.5)

which is also called the mean value or first moment of X. Thisis a precisely defined
number toward which the average of a number of observations of the random variable X
tends. Since a function of a random variable is itself a random variable, the expectation
of afunction of X, E[g(X)], can be expressed as

E[9(X)]= ga(x)f(x)dx (A.6)

An important statistical parameter descriptive of X isits mean squared value defined by

E[X?] = i‘)xzf(x)dx (A7)

which is aso called the second moment of X. The root-mean-squared (rms) value of X is
«/ E[X?]. The variance of a random variable is defined as the mean squared deviation of

the variable from its mean denoted by 6°.
¥
6% = Yx-E[X]’f(x)dx = E[X*]-E[X]* (A.8)
-¥

For zero mean random variables the variance is smply E[X?]. The square root of the
variance, 0, is called the standard deviation of the random variable.

A very important concept is that of dtatistical correlation between random
variables. A partial indication of the degree to which one variable is related to another is
given by the cross covariance, which is the expectation of the product of the deviations of

the two variables from their means,
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E[(X-EIXD(Y-E[YD)]= QO*-EIXD(Y-ELY D), (x.y)dydx=E[XY]-E[X] E[Y]

-¥ -¥

(A.9)

For a vector of random variables a symmetric covariance matrix can be defined
where the diagonal elements are the individual variances of the vector components and
the off diagonals are given by the cross covariances between the corresponding vector
components. The cross covariance, normalized by the standard deviations of X and Y, is
called the correlation coefficient.

+_ EIXYI-EIXIE[Y]

— (A.10)
0xOy

Thisis a measure of the degree of linear dependence between variables X and Y. If they

are completely independent fi is zero.

C. LEAST-SQUARESESTIMATION CONCEPT

The optimality condition used in the Kaman filter is the minimization of
weighted least-squares error. The least-squares minimization problem involves a set of
measurements, y, which are linearly related to the vector of state variables, X, by the
expression

y=Hx+v (A.11)
where Vv is an unknown vector of actua measurement errors with zero mean. The error
we seek to minimize is the measurement residual, z, given by

7=y-Hx (A.12)

where X is the estimate of the actual state vector. Since the sum of the squares of a
vector are generated by the inner product, the cost function, J, is

3=(y-HR)' (y-H%) (A.13)

Minimization is obtained by differentiating and setting the result to zero
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W (A.14)
Ix

and ensuring that the Hessian is positive semidefinite

1°J

ﬂ? 30 (A.15)

The resulting least-squares solution for the state estimate is

x=(H™H) "HTy (A.16)
A weighted least-squares solution can be used when not al components of the

measurement residual are treated equally
%=(H™WH) " H™wy (A.17)

where W is a positive semidefinite matrix relating scale factors between components.
Expanding this solution to multiple estimates over time assumes all measurements are
used together in a batch processing scheme. Every time a new measurement becomes
available it is appended to the measurement vector and the estimated state vector includes
estimates corresponding to each of the accumulated measurements. The Kalman filter is
based on recursive processing where each measurement is used sequentially to generate
an optimal estimate of the current state without recomputing estimates of all previous
states. For this technique al previous information is embodied in the prior estimate and

state covariance matrix.

D. STATE ESTIMATE AND COVARIANCE

The Kaman filter estimation algorithm maintains the first two statistical moments

of the estimated state. The estimated state,>:<, is a vector of random variables whose

mean (first moment) is the actual state vector, X. The error in the state estimate is
defined as

XX - X (A.18)
and is thus assumed to be zero mean. The covariance of the state estimate error,

designated P, is given by
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P=E[XX '] (A.19)
This covariance matrix associated with the state estimate error (second moment) provides

a statistical measure of the uncertainty in % and the correlation between the errors of its

components. For a state vector of two variables the state estimate error is given by

- XU
X=a (] (A.20)
&,
and has the covariance matrix
téx?® xx,W éEX’] E[x¥X]u
P:E}éml X W _ e E[X]] [X; %, U (A.21)

! o2 W7 Ero o s21 Y
T eXX, Xg b &[Xlxz] E[X% a
The diagona elements of the state covariance matrix are the mean square errorsin

the knowledge of the state variables while the off diagonal elements are indicators of
cross correl ation between e ements of the estimated error.

E. STOCHASTIC LINEAR DYNAMIC MODEL

The Kaman filter requires representation of system dynamics in a linearized
state-space form, a linear measurement model, and assumed characteristics of process
and measurement noise. For a continuous linear system the genera state-space model
and measurement equations are given by

X(t)=F(t)x+G(t)w(t)
y(O=HOX(®)+v(t)

where w(t) and v(t) are random vectors representing the unmodeled disturbance inputs

(A.22)

and measurement errors. These vectors are treated as unbiased (zero mean) white noise.
Note that if one of these vectors is known to have a nonzero bias the mean can be
augmented onto the state vector creating a new state space model with unbiased random

error. The covariance matricies associated with the process disturbance, w(t), and the

measurement noise, V(t), are
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Q= E[v(t)v(t)']

(A.23)
R = E[w()w(t) ']
The equivalent discrete representation is
XQ{LF +éAW kA k (A24)

Vi =H X, 9,
Here the subscript k represents values at time t, and subscript k+1 represents values at the
next discrete time step tw;. Note that for time invariant systems the discrete state

transition matrix, 6, , isrelated to the continuous formulation by

0, =gt (A.25)
which depends only on the systems dynamics matrix, F, and the discrete time interval. If
the discrete interval is kept short enough the relation holds as an approximation. The
state transition matrix alows the calculation of state vector at the next discrete time step

in the absence of forcing functions. It obeys the differential equation

—k = F(1)6, (A.26)

F. PROPAGATION OF ERRORS

The recursive Kaman filter requires the propagation estimate and error
covariance based on system dynamics. In the discrete implementation the error in the

current estimate given by

X
x>

R, (A.27)

k:

has the covariance matrix representing the uncertainty in the estimate

P, = E[X, X/ ] (A.28)
The best estimate of the future state, X,,,, is given by

X= Oy (A.29)
The error in the new estimate

Xesy =0, X, - AW, (A.30)

has the expected value
9



ElX1] = 6 EI% ]- A E[W]=0 (A.31)
since X, and W, are assumed to be unbiased. Thus the predicted estimate remains
unbiased. Note that if a deterministic input is added to the dynamic system model then
the identical quantity is added to both the actua and estimated state leaving the
estimation error unchanged. It can be shown that the associated state error covariance

matrix is given by

Pea = EXei¥iea] = 0RO+ A Q A (A.32)
where Q is the covariance of the random system disturbance. It is evident from this
equation that the size of disturbance directly impacts the uncertainty in the state estimate.
The system dynamic stability reflected in the state transition matrix also effects the
uncertainty. The covariance of neutraly stable or unstable systems will grow unbounded
over time in the absence of measurement corrections. The propagation of the state
estimate and its error covariance matrix is the prediction step of the Kalman filter

agorithm.

G. MEASUREMENT UPDATES

The correction step of the Kaman filter algorithm incorporates measurement
updates to refine the state estimate and error covariance. This step is executed only when
a measurement becomes available. When a measurement is taken we use the superscripts
‘- and ‘+ to denote values at a particular time before and after incorporation of the
measurement correction. Given a prior estimate of the system state at time § we seek to

update our estimate based on the measurement y, in alinear, recursive form

X =K X + K.Y, (A.33)
where K| and K, are matricies, as yet unspecified, that determine the relative weighting

of the prior estimate and current measurement. The error in this estimate can be shown to
be

%y = (K +KHy - 1%, + KX +K, T, (A.34)

Since X, and V, are unbiased
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E[X, ]=0

£[9,] =0 (A.35)
this estimate can only remain unbiased for all given states if

K,=1-KH, (A.36)
With this requirement the estimator takes the form

X5 =%+ K (V- HiXi) (A.37)
and has corresponding error

Xy =(1- KH )X +K, v, (A.38)

The state error covariance must also be updated.

P! = E[XX;']
= E{(l - Kka)i_k[i_kT(l - Kka)T + VI KI] + Kkvk[i_k-r(l - Kka)T +Vk KE]}

(A.39)

Using the definitions

P = E[XX,] (A.40)
and

R, =EV, V] (A.41)
and noting that the measurement errors are uncorrel ated

E[X,V,]=E[V,X.]=0 (A.42)
The covariance can be smplified to

P =(I- KH)P.(I- K,H)" +K,R K| (A.43)

The criterion for choosing the optimal Ky isto minimize a weighted scalar sum of

the diagonal elements of the error covariance matrix, P; . Thusthe cost function is

J, = E[X,"Sx;] (A.44)

where Sis any positive semidefinite matrix. Choosing S=1,
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J, = trace[R;] (A.45)
which is equivalent to minimizing the length of the estimation error vector. To find the
value of K, which yields a minimum, it is necessary to take the derivative of J with
respect to Ky and set it equal to zero. Theresultis

-2(1- K H)RH] +2K,R, =0 (A.46)
Solving for Ky,
Ky = BH[H P HT? (A.47)

which is referred to as the Kaman gain matrix. Since the Hessian of Jy is positive
semidefinite so K¢ does indeed produce a minimum. Substituting into the equation for

the updated error covariance gives

P =P- RHITHPHL +RIH P = (1- K H )R, (A.48)
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APPENDIX B: MATLAB CODE

A. INPUT PARAMETERSAND SSIMULATION CALL

%Bifocal Relay Mirror Spacecraft Attitude Control System
%I nput parameters and control options for attitude simulation model

clear
tic

stoptime=500; %Simulation stoptime
dt=.05; %fixed step size and computer time step

m1=2267.6059; %M ass of X-mit telescope (kg)
m2=972.3628; %Mass of RCV telescope (kg)

%Orbital parameters (circular)

Re=6378.1363; %Earth radius (km)

mu=3.986004415€e5; %gravitational constant (km"3/s"2)

h=715; %orbit atitude (km)

r=Re+h; %orbit radius (km)

we=7.2921158533e-5; %Earth rotation rate (r/s)

wO=sgrt(mu/r"3); %orbital rate based on circular orbit/atitude (r/s)

nu0=0; %initial true anomaly (r)

u0=0; %initia angle of the magnetic dipole normal to the
%line of ascending nodes (r)

el=11*pi/180; Y%magnetic dipoletilt angle

inc=40* pi/180; %inclination

Km=7.943el5; %magnetic constant (Nm"2/a)

Bm=Knm/(r* 1000)"3; %omagnetic field strength (N/am)

%Disturbance torques

Mds=1e-4*[1;1;1]; %secular disturbance torques (Nm)
Mdp=4e-4*[1,1,1]; Yoperiodic disturbances torque magnitudes (Nm)
pdper=[400,500,600]; %periodic disturbance torque periods ()
pdfreg=2* pi./pdper; Y%operiodic disturbance torque frequencies (r/s)
pdphase=[pi/4,pi/2,pi]; Yoperiodic disturbance torque phase (r)

%M agnetic dumping control

magoo=0; Yomagnetic dumping on/off control (O=off, 1=0n)
magsat=180; Yomaximum torque rod output

magk=5€e5; %omagnetic torquer gain

%Appendage (RCV scope) motion relative to body x-axis (sinusoidal)
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bper=300; %period of oscillation (s)

bstart=.25* bper; %start motion (s)

bmotion=1* bper; %length of motion (s)

bstop=bstart+bmotion; %stop motion (s)

bfreg=2* pi/bper; %frequency of motion (rad/s)

bamp=15* pi/180; %amplitude/half maximum angular offset (rad)

bi=0; %initial angular offset (rad)

bdi=0; %initial relative angular rate (rad/s)

bacc=bamp* bfreq”*2; %emaximum realtive angular acceleration (rad/s"2)
bnv=1e-5"2; %relative angular noise variance from potentiometer (rad)
bns=0; %initial seed of potentiometer noise

bg=.01* pi/180; %quantization of potentiometer readings (rad)

%Command profile inertial to body accelerations (sinusoidal)
wdcfreg=2* pi*[1/800;1/500;1/600]; %frequency of acceleration profile variation
wdc=[.05* wdcfreq(1)"2;.5* wdcfreq(2)"2;-.1* wdcfreq(3)"2];
%amplitude of acceleration profile
wdcphase=[pi/8;-pi/12;0]; %phase of acceleration profile
cpoo=1; %turn commanded profile on/off (0=off, 1=0n)

11=[2997.28025,-3.9331,118.2824;

-3.9331,3164.18285,1.1230;

118.2824,1.1230,881.82105];

%moment of inertiamatrix of primary body (XMIT scope) about itscm
12=[1721.07340,-.0116,-7.8530;

-.0116,1559.85414,-12.5463;

-7.8530,-12.5463,182.89962] ;

%moment of inertiamatrix of appendage (RCV scope) about itscm

dx1=.558354158; %Distance of X-mit telescope cm from S/C cmin x dir (m)
dy1=3.91788e-4; %Distance of X-mit telescope cm from SC cminy dir (m)
dz1=-.15226902; %Distance of X-mit telescope cm from SC cmin z dir (m)
dx2=-1.302113918; %Distance of RCV telescope cm from S/C cmin x dir (m)
dy2=-9.13673e-4; %Distance of RCV telescope cm from S/IC cminy dir (m)
dz2=.355100092; %Distance of RCV telescope cm from S/IC cmin z dir (m)

|C1=l1+m1*[dy1/2+dz172,dx1* dy1,dx1* dz1;
dx1*dy1,dx1"2+dz1"2,dy1* dz1;
dx1*dz1,dy1*dz1,dx1"2+dy1/2];
%moment of inertiamatrix of primary body (XMIT scope) about S/C cm
roti=[1,0,0;0,cos(bi),sin(bi);0,-sin(bi),cos(bi)];
%rotation matrix corresponding to initial relative angular position
%of appendage (RCV scope)
%x-axis rotation of magnitude bi
|c2i=roti™*12*roti; %initial rotated moment of inertia matrix of appendage
%(RCV scope)

100



|2m=m2* [dy2"\2+dz2"\2,dx2* dy2,dx2* dz2;
dx2* dy2,dx2"2+dz2"2,dy2* dz2;
dx2* dz2,dy2* dz2,dx2"2+dy2"2];
%moment of inertia of appendage (RCV scope) about SC C.M.
%odue to mass offset
|C2i=roti"™* 12* roti+l2m; %initiadl moment of inertia matrix of appendage
%(RCV scope) about S/C cm
li=IC1+IC2i; %initial S'C moment of inertia about SC cm

%Whedl control law gains

%u=-K gge-Kwwe=-Kg(qc* q)-Kw(w-wc)

cldel=30; %delay control laws for attitude determination
K q1=3000;

K q2=7000;

K q3=4500;

Kw1=1000;

Kw2=2000;

Kw3=1000;

%l nitial body with respect to inertial quaternions
g1i=0;92i=0;g3i=0;
gi=[qli,q2i,q3i,sqrt(1-qli*2-q2i"2-g3i"2)];

%l nitial body with respect to orbit quaternions
g10i=0;g20i=0;g30i=0;
goi=[qloi,g20i,g30i,sgrt(1-g1loi"2-g20i"2-q30i"2)];

%Il nitial body with respect to inertial direction cosine matrix
dcmi(1,1)=qi(1)"2-qi(2)"2-qi(3)"2+qi(4)"2;
demi(1,2)=2*(ai(1)*qi(2)+ai(3)* qi(4));
demi(1,3)=2*(qi(1)* qi(3)-ai(2)* ai(4));
demi(2,1)=2* (qi(1)* ai(2)-qi(3)*qi(4));
dcmi(2,2)=-qi(1)"2+qi(2)*2-qi(3)"2+qi(4)"2;
demi(2,3)=2*(ai(2)*qi(3)+ai(1)* qi(4));
demi(3,1)=2*(qi(1)* qi(3)+ai(2)* qi(4));
demi(3,2)=2* (qi(2)* qi(3)-ai(1)* qi(4));
dcmi(3,3)=-qi(1)"2-qi(2)"2+qi(3)"2+qi(4)"2;
Ci=[dcmi(1,1);dcmi(1,2);dcmi(1,3);
dcmi(2,1);dcmi(2,2);dcmi(2,3);
demi(3,1);dcmi(3,2);dcmi(3,3)];
%Direction cosine component vector
Ai=[dcmi(1,1),dcmi(1,2),dcmi(1,3);
dcmi(2,1),dcmi(2,2),dcmi(2,3);
dcmi(3,1),dcmi(3,2),dcmi(3,3)];
%Direction cosine/attitude matrix
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%lnitialize S/C momentum with wi at orbital rate
wi=[0;-w0;0]; %lnitial angular rate of S/C primary body due to orbital rate
Hi=li*wi; %initial angular momentum of S/C due to orbital rate

%Gyro characteristics
grsb=1e-4*[-1,1.5,1]; Y%arbitrary gyro static bias
grv=1e-9*[1,1,1]; Y%variance of gyro rate noise
grn=[0,1,2]; %initial seed of gyro rate noise
gasb=[0,0,0]; %gyro acceleration static bias (zeros)
gav=1e-12*[1,1,1]; Y%variance of gyro acceleration noise
gan=[3,4,5]; %initial seed of gyro acceleration noise
grrwi=[0,0,0]; %initial rate random walk (zeros)
whbi=[0;0;0]; %initial gyro bias correction
gx=0*pi/180; %body to gyro(IRU) x-axis rotation
gy=0*pi/180; %body to gyro(IRU) y-axis rotation
G=[cos(gy).sin(gy)*sin(gx),-sin(gy)* cos(gx);

0,cos(gx),sin(gx);

sin(gy),-cos(gy)* sin(gx),cos(gy)* cos(gx)];

%Gyro aignment matrix - body to IRU

%Dynamic Gyro input options

dg=1; %choose Dynamic Gyro or regular gyros (1=DG, 0=gyros)

dggg=0; %calculate gravity gradient torque for DG (1=yes(requires or=1), 0=no)
dgsd=0; %secular disturbance torque known for DG (1=yes, 0=no0)

dgpd=0; %periodic disturbance torque known for DG (1=yes, 0=no0)

moiu=1; %steps per periodic moment of inertia calculation (1=every step)

or=0; %perform orbital reference calculations

%A ttitude determination initialization with error
geli=qgli+.008;ge2i=g2i+.012;qe3i=q3i-.008;
gei=[qeli,qge2i,qe3i,sgrt(1-geli"2-ge2i2-ge3in2)];
dcmei(1,1)=qgei (1)"2-gei (2)*2-qgei (3)*2+qei (4)"2;
demei(1,2)=2*(qei(1)* qei(2) +qei(3)* gei (4));
domei (1,3)=2* (el (1)* e (3)-ei(2)* gei (4));
demei(2,1)=2* (qei(1)* qei(2)-cei (3)* gei (4));
dcmei(2,2)=-gei(1)"2+qei(2)"2-qei(3)"2+qei(4)"2;
demei(2,3)=2*(qei (2)* gei (3) +qei(1)* gei (4));
dcmei(3,1)=2* (qei (1)* gei(3)+0ei (2)* gei (4));
demei(3,2)=2* (qei (2)* qei (3)-qei (1)* qei (4));
dcmei(3,3)=-gei(1)"2-qei (2)"2+gei (3)"2+qei (4)"2;
Cei=[dcmei(1,1);dcmei(1,2);
dcmei(1,3);dcmei(2,1);dcmei(2,2);dcmei (2,3);
dcmei(3,1);dcmei(3,2);dcmei(3,3)];
Aei=[dcmei(1,1),dcmei(1,2),dcmei(1,3);
dcmei(2,1),dcmei(2,2),dcmei(2,3);
dcmei(3,1),dcmei(3,2),dcmei(3,3)];
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geloi=qloi+.02;ge20i=g20i+.03;qe30i=q30i-.02;
geoi=[geloi,ge20i,qe30i,sgrt(1-geloi*2-qe20i"2-qe30i"2)];
wei=wi+1le-3*[-1;1;2];

Hei=li*wei;

%l nitialize Kaman filter
xi=0*[ones(3,1)* eps* 1e10;0nes(3,1)* eps* 1e8]; Yoinitial state vector
Pi=[100* eye(3),zeros(3);zeros(3),eye(3)]* 500; %initial covariance matrix
if dg==
Qn=.5;
else %plant noise covariance constant DG vs gyro
Qn=.03;
end
Q=[100* eye(3),zeros(3);zeros(3),eye(3)]* Qn; %plant noise covariance
%small Q = good plant, big Q = bad plant
R=10000* eye(2); %omeasurement noise covariance (10000)
E=[1,0,0;0,1,0]; %choose horizontal and vertica components only

%Star tracker parameters
corr=2* 1/dt; %computer steps between stars
gapstart=100; %start gap in star tracker data (s)
stargap=200; %length of star gap (s)
gapstop=gapstart+stargap; %end gap in star tracker data ()
t1x=135* pi/180; %body to star tracker one x-axis rotation
t1y=30* pi/180; %body to star tracker one y-axis rotation
T1=[cos(tly),sin(tly)* sin(t1x),-sin(tly)* cos(t1x);
0,cos(t1x),sin(t1x);
sin(tly),-cos(tly)* sin(t1x),cos(tly)* cos(t1x)];
%Dbody to star tracker one rotation matrix
t2x=135* pi/180; Y%body to star tracker two x-axis rotation
t2y=-30* pi/180; %body to star tracker two y-axis rotation
T2=[cos(t2y),sin(t2y)* sin(t2x),-sin(t2y)* cos(t2x);
0,cos(t2x),sin(t2x);
sin(t2y),-cos(t2y)* sin(t2x),cos(t2y)* cos(t2x)];
%Dbody to star tracker two rotation matrix
t3x=180* pi/180; %body to star tracker two x-axis rotation
t3y=0* pi/180; %body to star tracker two y-axis rotation
T3=[cos(t3y),sin(t3y)* sin(t3x),-sin(t3y)* cos(t3x);
0,cos(t3x),sin(t3x);
sin(t3y),-cos(t3y)* sin(t3x),cos(t3y)* cos(t3x)];
%Dbody to star tracker two rotation matrix
mixT3=1; %choose whether or not to mix in star tracker 3 data (1=yes, 0=no)
T3th=.3; %choose threshold for random mix of star tracker 3 data
%(0=50%, higher=less, lower=more)
T12b=0; %choose to bias random selection between tracker 1 and 2
%(0=50/50, lower=favorl, higher=favor2)
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stnb=[0,0]; %ounknown star tracker bias error
stnv=1e-4"2*[1,1]; %variance of star tracker noise
stns=[0,1]; %initial seed of star tracker noise

%3 of 4 reaction wheelsin pyramid constellation

rwsat=1*[1,1,1]; %constellation wheel torque saturation limits (Nm)

rwrl=10*[1,1,1]; %constellation wheel torgque rate limiter (Nm/s)

hwi=-12*[bdi;0;0]; %initialize wheels to cancel appendage momentum

rwa=45* pi/180; %angle of reaction wheelsto x-y plane

RW-=inv([-cos(rwa)* cos(pi/4),-cos(rwa)* cos(pi/4),cos(rwa)* cos(pi/4);
-cos(rwa)* cos(pi/4),cos(rwa)* cos(pi/4),cos(rwa)* cos(pi/4);
-sin(rwa),-sin(rwa),-sin(rwa)]); %obody to wheel transform matrix

hwsi=RW* hwi; %distribute initial wheel momentum

rwnm=[0;0;0]; Yomean of wheel noise

rwnv=1e-2"2*[1;1;1]; Y%variance of wheel noise

rwns=[7;8;9]; %initial seed of wheel noise

rwev=1e-8*[1,1,1]; Y%variance of wheel alignment walk error noise

rwes=[10,11,12]; %initial seed of gyro acceleration noise

rwam=1*5e-3*[1,2,-1]; %reaction wheel constellation alignment error magnitudes

rwaf=2* pi*[100,50,20]; %reaction wheel constellation alignment error frequencies

rwap=[pi/4,pi/3,pi/2]; %reaction wheel constellation alignment error phase

sim(‘acs_ sSsim509") %Call to SIMULINK simulation

%Call ploting files for smulation results analysis
profileplots %ocommand profile

ADpl ots509 %oattitude determination performance
ACplots509 %oattitude control performance

toc

B. SIMULATION RESULTSPLOTS

1. Commanded Profile Plots

%L aser Realy Spacecraft command profile plots

figure(1)
clf
plot(tout,qc)
title('Commanded Quaternions)
legend('ql’,'g2','q3','q4")
xlabel (‘'Time (sec)")
gridon
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figure(2)

clf

plot(tout,wc)

title('Commanded Angular Rates)
legend('wl','w2','w3)

xlabel (‘'Time (sec)")

ylabel (‘rad/s)

gridon

figure(3)

clf

plot(tout,b* 180/pi)

xlabel (‘'Time (sec)")

ylabel(‘'Deg)

title('Relative Angle to Recieve Telescope (alpha)’)
gridon

figure(4)

clf
Hm=sgrt(H(:,1).22+H(:,2).*2+H(:,3)."2);
plot(tout,Hm)

title('System Angular Momentum’)
xlabel (‘'Time (sec)")

ylabel('Nms)

gridon

2. Attitude Deter mination Performance Results

%Bifocal Realy Mirror satellite attitude determination plots
%analyze performance of dynamic gyro and Kalman filter

%DG momentum error or gyro bias

if dg==

figure(5)

clf
Hm=sgrt(H(:,1).22+H(:,2).*2+H(:,3)."2);
Hmdg=sgrt(Hdg(:,1).*2+Hdg(:,2).*2+Hdg(:,3)."2);
plot(tout,Hm-HmMdg)

title('Angular Momentum Error’)
xlabel(‘'Time (sec)’)

ylabel‘(Nms)

axis([0,stoptime,-.4,.4])

gridon

else

figure(5)

clf

plot(tout,wb)

title('Gyro Biases)
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legend('wbl','wb2','wb3)
xlabel (‘'Time (sec)")
ylabel (‘rad/s)

gridon

end

%KF states

figure(6)

clf
subplot(211),plot(tout,x(:,1:3))
title('State Attitude Errors)
legend('xal’,'xa2','xa3")

xlabel (‘'Time (sec)")
ylabel('rad’)
axis([0,stoptime,-.0008,.0008])
gridon
subplot(212),plot(tout,x(:,4:6))
title('State Rate "Bias' Errors)
legend('xbl','’xb2','xb3")

xlabel (‘'Time (sec)")

ylabel (‘rad/s)
axis([0,stoptime,-.00008,.00008] )
gridon

%AD errors

figure(7)

clf

plot(tout,(g-gkf))
title("Quaternion Errors)
legend('ql’,'92','q3",'q4")
xlabel (‘'Time (sec)")
axis([0,stoptime,-3e-3,3e-3])
gridon

figure(8)

clf

plot(tout,w-wkf)

title('Rate Errors)
legend(‘'wl','w2','w3")

xlabel (‘'Time (sec)")

ylabel (‘rad/s)
axis([0,stoptime,-1.5e-3,1.5e-3])
gridon

3. Attitude Control Performance Results

%Bifocal Realy Mirror satellite attitude control plots
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%analyze commanded versus controled attitude

figure(9)

clf

plot(tout, Mws)

title('Wheel Torgues)

xlabel (‘'Time (sec)")

ylabel('Nm')

legend("'Whee 1','Wheel 2','Whedl 3)
gridon

figure(10)

clf

plot(tout,hws)

title("Wheel Angular Momentums)
xlabel (‘'Time (sec)")
ylabel('Nms)

legend("'Whee 1','Wheel 2','Whedl 3)
gridon

figure(11)

clf

plot(tout,(g-qc))
title('Quaternion Error’)
legend('ql’,'g2','q3','q4")

xlabel (‘'Time (sec)")
axis([0,stoptime,-4e-3,4e-3])
gridon

figure(12)

clf

plot(tout,w-wc)

title('Rate Error')
legend('wl','w2','w3)

xlabel (‘'Time (sec)")

ylabel (‘rad/s)

axi ([ 0,stoptime,-1.5e-3,1.5e-3])
gridon
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